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| NTRODUCT| ON

Man's primary nethod of communication is speech. He is
unique in his ability to transmt information with his voice.
O the nyriad varieties life sharing our world, only man has
devel oped the vocal means for coding and conveying
informa-tion beyond a rudinmentary stage. It is nore of his
credit that he has developed the facility from apparatus

designed to subserve others, nore vital purposes.

As early as the eighteenth century, attenpts were made
to nodel the human speech nmechani sm Wthout the aid of
electricity these were physical anal ogues of the apparatus -
the lungs, vocal cards, vocal tract, tongue, teeth and lips -
but were accurate enough to yield sounds recognisable as
human utterances.

In 1939 a device called the 'voder' (voice operation
denmonstrator) was produced at the Bell Tel ephone Labs in New
Jersey which could be operated by trained operators to emt
speech sound.

Following the second world war, much nore advanced
speech synthesizers were produced using devel opnments of the
sane technique. Al gorithms which were suitable for digita
i npl ementation were then produced 1in Laboratories and
Universities around the world war as soon as nini-conputers

becane readily available in 1960's.



Recogni tion task:

Even the sinplest attenpt at speech recognition requires
el ectronic equi pment, in order to capture utterances with a
m crophone and to analyse them In 1947 this process was
denonstrated by an inportant device known as the spectrogram
whi ch produced a graphical representation of the continuous

spectrum of the speech.

From 1950 onwards nmany experinents began in which the
paraneter extracted from speech utterances by sonme form of
electronic filtering were used to make automatic 'decisions
about the speech itself.

In 1952 a team at Bell Labs devel oped the first device
that could be properly called an automati c speech recogni zer.
Since 1952, many techniques have been devel oped to enhance
the performance of speech recognizers. However, the basic
principle of stored information representing various options
for conparison is always used, together with some form of
paraneter extraction and pre processing that takes place
before the decision - making process.

The first requirenment in the design of a speech
recognition system t hen, iIs to define clearly what
particul ar aspects of speech are to be recognized. Sonme of
the Dbest wused categories in this respect, in order of
increasing conplexity and expenses are; recognition of
isolated words, recognition of discrete words in connected

speech recognition of strings of words in connected speech.



Automatic recognition of speech, wth its promse of
voice -operated type witers and other nachine marvels, has
been one of the nore glanorous technological dreans for
several decades. Wth the emergence of over faster conputers

the voice - operated m | ennium seenmed at hand.

Automatic speech recognition and speaker verification
are anong the nost chall engi ng probl ens of nodern man-nachi ne

i nteraction.

Among their numerous useful applications are a future
"checkl ess"” society in which all financial transactions are
executed over the tel ephone and "signed" by voice. Access to
confidenti al dat a can be made secure by speaker
certification. O her applications include voice information
and reservation systens covering a wde spectrum of human
activities from travel and study to purchasing and partner
mat chi ng. In these applications, spoken requests (over the
t el ephone, say) are understood by machines and answered by
synt hesi zed voice. Voice control of conmputers and spacecraft
(and machines in general whose operators have limted use of

their hands) is an aspiration of |ong standing.

Activation by voice cold be particularly beneficial for

the severely handi capped who have |ost one or several |inbs.

Application of speech recognition in the field of speech

t herapy has been recognized as useful. But it has not been



worked upon particularly in India. Before using these
programmes for clinical use it was felt necessary to know the
efficiency of mninum prediction residual nethod, cash
measure and |inear prediction coefficients (euclidean

di stance measure); which were avail able.

The review of literature has shown that duration of
utterance and fundanental frequency as inportant variables

anong ot her variables in the process of speech recognition.

A program of speech recognition witten using basic
| anguage based on description provided by Gay and Markel
(1976); was available to investigator. This program provides
measurenent of distances between the stored group data and
test data using mninmum prediction Residual method, cash
measure and  Linear Predi cation Coefficient (Eucl i dean

di stance neasurenents)

The present study was limted to find out the effect of
variations in fundanmental frequency on speech recognition

with the program available to the investigator.

It was decided to use digits to start with, to make the
problem sinmpler and also as others had used digits for
recognition

HYPOTHESI S:

1. There is no difference in ternms of recognition of digits

when the pitch is varied from the habitual pitch, i.e.,



| (a)

There is no difference in ternms of recognition of
digits when the digits are uttered at high pitch

with respect to habitual pitch.

| (b) There is no difference in terns of recognition of
digits when the digits are uttered at low pitch
wWith respect to habitual pitch
I (c) There is no difference in terns of recognition of
digits when the digits are uttered at low pitch
with respect to high pitch.
2. There is no difference between the three nethods of

speech recognition in terns of recognition of digits as used

in present

2(a)

2(b)

2(c)

st udy.

There is no difference between the nethods Cosh
Measur es and Li near Prediction coefficient in

recogni zing the digits as used in this study.

There is no difference between the nethods M ni num
predi ction residual and Cosh Measure in recognizing

the digits as used in this study.

There is no difference between the nethods M ni mum
Predi cti on Resi dual and Li near Predi ction
Coefficient in recognizing the digits as wused in

this study.



Limtations of this study:

1. Only five subjects were used.
2. The Speech Recognition Program that was available to the
investigator was |imted.

Only digits have been considered as speech sanple

w

Only frequency has been considered as a variable here.

+

| nplication of this Study:

1. The study has indicted that this particular program

available to the Investigator had limted use.

2. It has shown that the fundanental frequency can be a

variable in speech recognition.

3. The duration of the stimuli nust be constant for the use

of this particular program

4. Attenpts can be nmade to wuse this for consonant

recognition in Articulation Testing and therapy.



REVI EW OG- LI TERATURE

Speech Communication is the transfer of information form
one person to another via speech, whi ch consists of
variations in pressure comng from the nouth of a speaker.
Such pressure variations propagate as waves through the air
and reach the ears of listeners, who decipher the waves into
a received nessage. The chain of events from conception of a
message in the speaker's brain to their arrival of the
message in the listener's brain is called speech chain. The
chain consists of a speech production nechanisns l|ocated in
t he speaker, transm ssion through a nmediumsuch as air, and a
speech perception process in the ears and brain of a
listener.

In many applications of speech processing, a part of the
chain is inplenmented by a simnmulation device. Aut omati c
synthesis or generation of speech by algorithm (as in a
conputer) can take the speaker's role, except for generation
of the original nessage, which is usually in the formof a
t ext. In automatic speech of speaker recognition, an
algorithm takes the listener's role in deciphering speech
waves into either the wunderlying textual nessage or a

hypot hesi s concerning the speaker's identity.

Speech coders allow replacing the analog transm ssion

medi um (such as air or telephone lines) wth a digital



version, nodifying the representation of the signal; in this
way, speech can be efficiently stored and transmtted, often

W t hout noise problenms and with enhanced security.

Vocal comruni cati on bet ween peopl e and conputers
includes the synthesis of speech from text and automatic
speech recognition (ASR), or speech-to-text conversion. The
design of automatic conputer algorithns to perform these two
tasks has been nore successful for synthesis than for
recognition because of a symetries in producing and

interpreting speech.

(The main difficulty of Automatic speech recognition, are
the problens of segnentation and adaptation. For both
synthesis and recognition, the input is often divided up for
efficient processing, typically 1into segnents of sone
i nguistic rel evance. In text-to-speech synthesis, the input
text is easily divided into words and letters. \Wuereas the
speech signal that serves as input to automatic speech
recognition provides (at best) only indications of phonetic
segnent boundari es. Sudden | arge changes in speech spectrum
or anplitude are often used to estinmate segnent boundaries
which are nevertheless wunreliable due to «coarticulation.
Boundaries <corresponding to words are very difficult to
| ocate except when the speaker pauses. Most commerci a
recogni zers require speakers to pause briefly after each word

to facilitate segnentation.



According to Stark (1981); the segnentation problem can
be partially overconme through conpensation in speaking style.
Three styles of speech (in order of increasing recognition
difficulty) can be distinguished: | sol ated-word or discrete
utterance speech, connected-word speech, and continuous
speech. Conti nuous speech recognition (CSR) allows natura
conversational speech, wth Ilittle or no adaptation of
speaking style inposed on system users. Cont i nuous speech
allows the nost rapid input (e.g., 150-250 words/mn.), but
it is the nost difficult class to recognize. Requiring the
speaker to pause for at |east 100-250 ns after each word in
isolated word recognition (IWR) is unnatural for speakers and
slows the rate at which speech can be processed (e.g., to
about 20-100 words/mn.), but it alleviates the problem of
isolating words in the input speech signal. Connect ed- word
speech represents a conprom se between the two extrenes, the
speaker need not pause but nost pronounce and stress each

word clearly.

The other major difference between synthesis and
recognition concerns adaptation. Human |isteners nodify
their expectations when hearing synthetic speech and usually
accept it as they do speech froma strange dialect or with a
foreign accent. In automatic speech recognition, however, it
is the conputer that roust adopt to the different voices used

as input. It is nuch easier to produce one synthetic voice
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to which human |isteners adapt than to design a recognition
algorithm that can cope wth the nyriad ways different
speakers pronounce the same sentence or indeed to interpret
the variations that a single speaker uses in pronouncing the
same sentence at different times - Human listeners are nore
flexible in adapting to a machine's accent than a conputer is

i n deci phering human accents.

Current systens require speaker to nodify their speech
e.g., by pausing after each word or by speaking clearly and
sl ow y. No commercial systenms have yet been devel oped that
accept truly natural, continuous speech. Most systens are
speaker dependent, denonstrating good performance only for
speakers who have previously trained the system These
system "adapt" to new users by requiring themto enter their
speech patterns into recognizer nenory. Since nenory and
training tine in such systems grow linearly with the nunber
of speakers, less accurate speaker - independent recognizers
are useful if a large population nust be served. These
systens are trained by many speakers, not necessarily by
those who |ater use the systens. Some systens of both types
truly adapt in tine via |learning procedures as speaker enter
speech. Correctly recognized speech nodifies the patterns
stored in nmenory, Kkeeping up-to-date on new speakers and on

evol utions in speaking style)
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Components and Continuum

An intonation ‘'contour' implies a continuous functions
running through an utterance. Al t hough, at an abstract
| evel, description may be in terns of discrete conponents
such as a "fall' or a "level" or a '"fall-rise' which are then
concat enat ed, perceptual inpression suggests, that pitch
movement in an utterance is continuous. This is essentially
a correct inpression - the fundamental frequency of the
speech signal, except for unavoidable breaks caused by

voi cel ess segments, rises and falls throughout utterance.

The nost basic problem of speech recognition is how to
reconstruct the discrete linguistic component from the

overl apping and interwoven cues in the acoustic signal

Vari ation: -

In considering the variation encountered in speech it is
useful to separate out kinds of wvariation which can be
described in terms of the linguistic system from those kinds
which stem from personal characteristics of the speaker.
Under both headings there are aspects which remains
relatively constant for a given speaker, and aspects which

varies across utterances made by the same individual.

Li ngui stic Variation:-

As yet it is not well wunderstood how far informality,

rate, and redundancy interact in their control of phonetic
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processes. In designing speech recognizers there should be

pay off between the difficulty of incorporating increasingly
sophi sticated know edge of different styles of speaking, and
the advantage of reducing the constraint on speakers to

adhere closely (and perhaps unnaturally) to a single speaking

styl e.

Personal vari ati on:

According, to Bristow (1986) The physique of the vocal
apparatus deternmnes the range wi thin which acoustic
paraneters can vary, rather than fixed values. For instances
the smaller size and mass of female vocal cards conpared to
mal e detern nes (ot her things being equal) a higher
fundanental frequency range; but there is wusually sone
overl ap between the normal ranges of a man and a worman, and a

man can override his natural range by producing falsetto.

Unfortunately (from the point of view of speech
recognizers aimng to cope wth different speakers) the
relation between the acoustic o/p of different vocal tracts
is not straight forward. It is possible to say, for
instance, that female formant frequencies are an average
about 20% hi gher than those of male speakers, a nean val ue
such as that disguises considerable non-uniformty in the
effects - resulting partly from the fact that vocal tracts

differ nore in pharynx length than in the length of the nouth
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cavity. A procedure to equate nmale and female formant
frequencies has to be specific to different types of vocoid

and to each fornmant.

Most of the work in this area has concentrated on nale
femal e scaling of vocoids; but simlar scaling problens exist
bet ween any two speakers even of the sanme sex, and across the
whol e range of sounds. Consi derabl e progress needs to be
made before an automatic speech recognition system can be
achieved which wll adopt to any new speaker wthout a
lengthy "training" phase - that is, one which will replicate
what hunman listeners do without difficulty on encountering a

new voi ce.

In such a recognizer adaptation may well have to be a
continuing process, since the personal characteristics of a

person's voice change even in the short term Even assum ng

a constant |linguistic style, some of the properties of a
voice wll change as the speaker beconme tired, stressed and
irritable, | ouder (perhaps as a result of increased

background noi se) and so on.

In the longer term changes correlate diurnal rhythm
health (such as <colds and ailnments of the Ilarynx) and
(probably of |least consequence to speech recognition) the

agei ng process.
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ELEMENT CF SPEECH RECOGN Tl ON

"Thirty years of history of speech recognition is
speckled with limted successes and repetitive rediscoveries
of old ideas, and yet with a growing ability to successfully
handle small vocabularies of words spoken in isolation
Recent trends have added successes in recognition of
continuous speech such as strings of digits and spoken
sentences related to a restricted task dommin, and the
technology is currently expanding rapidly. Sonme i nportant
gaps still remain and future work will have to overcone sone

chal I engi ng problems" (Lea; 1980).

(Speech signals convey information about who spoke what
nmessage in what manner and in what environment. The task of
a speech recognizer is to automatically determ ne the nessage
(i.e., what was said), regardless of (or perhaps wth sone
help from know edge of) the variabilities introduced by

speaker identity, manner of  speaki ng, and environnent

condi ti ons.

Speech recognition can be generally defined as the
process of transform ng the continuous acoustic speech signa
into discrete representations which my be assigned proper
meani ngs, and whi ch, when conprehended, nmay be used to affect

responsi ve behavi or.
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The ultimate goal IS to under st and the input

sufficiently to select and produce an appropriate response.)

In actual fact, the effectiveness of every recongnizer
(even small devices for in dated word recognition) is
determned by the appropriateness of its response. | nput
utterances may be considered equivalent if they have the sane
intended response, or different if they should vyield
di fferent responses. This produces "equival ence classes" of
spoken inputs, regardless of any irrelevant signal changes
due to changes in talker, the speaking rate, the recording

environment or variabilities in details of pronunciation,

A recogni zer's decision is correct if the input assigned
to the right equivalence class and incorrect if the wong

response  would be produced (regardl ess of how many

"phonemes', words, phrases, or aspects of signal are properly
classified). The recongnizer nmust recover the original

i ntended message.

Performance evaluation of a recognizer is concerned in
part with establishing what percentage of the spoken
utterances produce a correct machine response. There is, of
course, sone uncertainty associated with the selection of
correct responses, so decisions are made with the hope of
mnimzing the number of errors, or equivalently, reducing

the probability of an error. However, the ultimte
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eval uation  of the recognizer i's concerned wth the

correctness of its final responses, not its internediate

results.

According to Lea (1980); Another related aspect of
system performance concerns how severely a systemis affected
by deficiencies of wusual information, or deprivation such as
the renmoval or nalfunction of a system conponent. It is
useful to know how much of the action of the recognizer is
attributable to each know edge source or system conponent,
and to design systens so as to pernmt |eeway or errors in one
aspect, by permtting another conponent (such as syntactic
analysis) to recover from errors in an earlier part of the
system (such as the conponent that identifies small units).
"G adual degradation” is desired so that mnor changes in
either the input channel conditions or the system structure

wi Il have catastrophic effects on system accuracy.

O her aspects of the evaluation of speech recognizers
are concerned wth generality and enhanceability of the
system Systens are obviously of nore general wutility, if
they permit a large nunber of speakers (of both sexes and
various dialects) to speak in a natural manner (usually,
involving large vocabularies, conti nuous, uni nt err upt ed
speech and | oosely contai ned message structures), even in the
environnment of sonme noise and signal distortions such as a

t el ephone channel m ght introduce.
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The speed with whi ch machi nes mak e recognition
decisions, the required memory size and processing power, and
the cost are other factors that must be considered. Al so of
some importance is the ease with which an available limted
recognition capability can be enhanced to handle somewhat

more difficult tasks such as new vocabul aries, new structures

in the spoken commands, new talkers, etc.

"According to Lea (1980) One of the primary reasons
given for the wuse of more complex Ilinguistically oriented
recognition schemes instead of simpler mat hemat i cal

techniques is the expected ease of enhancement and ultimte
generality of linguistic approaches. However, for immediate
success on limted problems, the more mathematically oriented
approaches have repeatedly proven to give better results in

shorter times"

Some designers of recognizers focus only (or primarily)
on mathematical representations of the recognizers i/p - olp
characteristics, assorting that each i/p must merely be
composed with previously stored representatives or templates
of each equivalence class of inputs, and the nearest higher
or mnimally different representative must be selected as the
identity (or equivalence class) of the current i/p signals
(or, if no template is near enough, an error message m ght be
given). This is the basis of generalized i/p - o/p functions

( Newel I, 1975), i near di scri m nant anal ysis, ot her
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statistical nodels, and general pattern recognition and
signal processing schenes. Such recognition nodels could
apply as well to signals other than speech, and indeed their
technology is highly developed because of such other
applications. They do not consider how the signal was
produced by the speaker, nor how it is normally perceived by
the human |istener. They of course, do not require that the
recogni zer operate internally in any way simlar to the

human' s percepti on processes.

According to Lea, (1980) This generalized i/p - o/p or
signal processing approach represents the first of the
followng four basic viewpoints about how to be guided

towards the design of successful speech recognizers:

1. The Acoustical signal viewpoint:

It assets that since the speech signal is just another
waveform (or vector of numbers), sinmple general signa
anal ysis techniques (Fourier Frequency spectrum analysis,
princi pal conponent analysis, statistical decision procedures
and ot her nmat hematical schemes), can be applied, to establish

the identity (or representative "nearest neighbour”) of the

i nput .

2. The Speech Production Vi ewpoint:

It suggests that the conmunicative "source" of the

speech signal is understood by individual and al so individual
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can capture essential aspects of the way in which speech was
produced by the human vocal system (e.g., vocal tract
resonances, rate of vibration of vocal cords, manner and

pl ace of articulation; coarticulatory novenents etc.)

3. The Sensory Reception Vi ewpoint:

It suggests that duplicating the human auditory
reception process, by extracting paraneters and classifying
patterns as is done in the ear, auditory nerves, and sensory

feature detectors.

4. The Speech Perception Vi ewpoint:

It suggest s t hat features are extracted and
categorically di st i ngui shed t hat are experimental |y
established as being inportant to human perception of speech
(e.g., voice onset tines and formant transitions as cues to
sate of consonant voicing, "single equivalent formants" as

vowel distinguishers, perceptual "feature detractors” etc.).

Combi nation of these viewpoints can also be devised.
The four viewpoints reflect different ways in which the
linguistic nmessage being communicated is encoded at various
stages in the production and reception of speech. The
sensory reception and speech perception viewpoints have had
much less effect pn actual recognition systens than the

speech production and acoustic signal viewpoints.
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The speech production, sensory reception and speech
perception viewpoints may be characterized as what Newell
(1975) called "knowl edge - source driven representation”,
which assunme that recognition can be based on available

knowl edge of processes and speech encodi ng or decoding.

These three viewpoints assert that know edge of the
acoustic speech signal alone is not enough to fully determ ne
the nessage (or intended machine response); other sources of
knowl edge must be brought to bear on the recognition problem
These viewpoints also acknowl edge that, while a machi ne need
not operate internally in the sane manner as the human. The
human speech processing abilities can serve as a successful
prototype systent for guiding the developnment of machine
algorithms for speech recognition. The conversion from

acoustic signal to machine response, w thout the intervention

of help of the human, involves the machine functionally
duplicating the overall. (i/p - olp) function of a human
percei ver. It need not structurally duplicate the human ear
brain system but the know edge - source - driven viewpoints

woul d suggest that recognizers may glean guidelines for

effective recognition from study of human speech processing

t echni ques.

Conmputers can currently do sone analyses better than
humans, and sone others |ess adequately; so a controversy

conti nues between mathemati cal (statistical, i nformati on-
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theoretic, signal processing, or pattern-classifying) nethods
and human-oriented (phonetic, i ngui stic, perceptual or

neur ol ogi cal ) approaches.

Di stance Measures and Tenpl ate Matching:

A critical task in speech recognition is to extract all

(and only) those parts tat convey the nessage. No matter how

many parts or tines. The speech signal is divided into, to
study mnutely of all its timng data, an even finer analysis
is always possible. Simlarly, no matter how exactly the

pressure ( or voltage) of a speech wave is neasured at an
instant, a finer grain analyses is conceivable. Thus, speech
is a two dinensional non - denunerable continuum It is
possible to analyse it wthout arbitrary or linguistically
dictated divisions into tine segnents and no quantizations
into significant changes in signal |evels. Poi nt by point
differences in incomng and stored signals can be cal cul ated,
Wi thout regard to the possibly that sone signal differences

are nore inportant than others.

To determne the identity of the incomng speech and
effect the correct nmachine response, a recognizer can
determne the difference between the incom ng signal and the
expected signal for each nessage. " Expect ed' signals, or
tenplates, can be actual stored training sanples that were
previously declared by the human to be associated wth each

appropriate machine response, or they can be averages or
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other conposite signals obtained from many such training
sanpl es. For each equivalence class of utterances
(associated with a specific correct response), a tenplate (or
per haps several tenplates representing allowable variations
within the equivalence <class) nust be specified, and a
di stance neasure determned such as calculation of a
" Eucl i dean di stance' formed from the squares of the point-by-
point differences in signals. The selection of an
appropriate distance neasure is thus one of the inportant
concerns in this signal matching approach to recognition.

According to Lea (1980) ; this (in its sinplest form is

basically an ignorance nodel of the significant aspect of the
incomng signal. Each deviation from previously stored
signals is assigned equal significance, and no particular
features of the speech are considered nore inportant than
others. This ignores or disregards whatever is |earnt about
the inmportant physiological and linguistic regularities of
both the source of the speech and the intended intelligent
recei ver of spoken mnmessages. It requires accunulation of
representative training signals for each possible nessage.
For | arge nessage sets (large vocabul aries of isolated words,
or large nunber of alternative sentences that mght be
conti nuously spoken), obtaining training tenplates is a tine
consum ng and costly, process and results in extensive

storage requirenents in the machine.



23

Users are required to invest the tinme in training the
machine to their voices or speaker - independent tenplates
nmust be devised by the developers, based on averages or

alternative variant of word pronunciations.

In addition, it is difficult to obtain truly
"representative' training signals, that are quite distinct
from nmessage to nessage, and that are likely to be closely
approximated by all repetitions by all speakers in all
environnments. To account for speaker differences, variations
due to environnmental noise and channel distortions, several
alternative tenplates wusually have to be stored for each

nmessage and each set of conditions.

This further increases the storage requirenents and
makes recognition costly and unw eldy. However, wth rapidly
advancing speeds and storage <capacities in low cast
conmputers, this storage need is less of a problemthan it

m ght have seenmed in earlier years.

The tenplate approach also avoids the danger of
i nadvertently 'throwng away' inmportant information while
focussing on only certain paraneters that are expected to be

i mportant.

The variety of tenplate matching procedures S
extensive, since a slightly different technique can appear to

energe from each new set of possible paraneter patterns to
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extract, each new method of data alignment, each new distance
ensure and each decision or word matching method. Vect or
quantization (cf.Burton and Shore, 1986; Tsab and Gray, 1986)
is an example of a template matching process that at the sanme
time may seem very different from and yet essentially a
term nol ogi cal equivalent of, previous methods. Advantage is
the ability to define automatically the set of alternative

spectral tenplates for categorizing portions of speech

Traditional phonetic Recognition Procedure:

Here, the justifications of discrete representation of
speech and the traditional view of segmentation of speech

into phonological units of wvarious sizes and Kkinds are

consi der ed.

The Discrete Representation of Speech:

There is extensive justification for characterizing
speech Dby discrete wunits in time and as a finite set of

simultaneous features.

Engi neering and information - theoretic considerations
suggest discrete representations. Speech must be converted
into discrete voltages and switching states in digital
computers, so that a discrete representation will be required

for speech recognition wusing practical digital computers.
Al so, the sampling theorem (Pierce, 1961; Rabiner and Gold,

1975) asserts that only any |limted signal (such as speech
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may be considered to be) can be conpletely represented by 2
Fu sanples per unit tine, where Fu is the upper bound on the
frequency content of the signal (which can certainly be taken

to be at nost 10 KHz for speech).

The fidelity criterion of comrunication theory (Chonsky
and Mller; 1963) acknow edges that certain sound changes
(e.g., those due to enotion, fatigue, speaker idiosyncrasies,
et.) are irrelevant to the receiver, while others are
significant, so that the infinity of possible speech waves of
a limted length can be partitioned into a finite set of
di screte, nutually exclusive 'equival ence classes', which are

basic to speech recognition.

Hall e (1954) has also noted that "if a discrete view be
adopted, <correction of errors begin upon receipt of each
di screte unit (quantum™, so there is no need to wait until
the entire continuous signal is conpleted to correct errors.
This may prove significant in the real tinme recognition of
spoken sentences. Finally, nost messages for machine i/p
would have identical intended responses iif they had been
witten (or typewritten), rather than spoken, so the fact
that the witten code is discrete suggests the sufficiency of

a discrete representation of speech.

No representation could be fully discrete wunless it

breaks up each of the two acoustic continua (continuum of
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time and continuum of pressure levels into a countable in
practice, finite) nunber of discrete parts. A non-

denunerable infinity of possible speech wave fornms of a fixed

| ength nmust be identified in t he same discretely
representable class. Li kewise, an infinity of possible
| engths nust be classified as 'equivalent'. Thus, a discrete

representation of the tine domain requires a segnentation of
the continuous speech waveform into some sort of wunits or
'segnents'. Wiile the segments or wunits need not be
separated with strict 'boundaries' between them and could
actually overlap each other or be spaced apart from each
other, the usual nmethod is to segnent speech into juxtapose
units of non-aero length, which classify as equival ent any of
an infinity of "insignificantly different' wave shapes

spanni ng about the sane stretch of tinme.

According to Bristow (1986) speech is segnented at fixed
i ntervals. Commonly, such segnments are selected to be
shortenough to allow to proper features extractions, such as
proper spectral averaging or detections of periodicities in
the wave form This smallest unit of tinme ( such as a short
10 ns unit) can be sensibly categorized into one of a finite
nunber of sound categories, such as the nost simlar of a set
of stored training tenplates obt ai ned from previous
processing of training data ( Baler, 1975; Klatt, 1980)

Al ternatively, the segnment may be assigned to a phonetic
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cat egory based on t he spectr al cont ent and ot her

di stinguishing feature of the wave formw thin that unit.

On the other hand, the total utterance (which may be a
word, for isolated word recognizers, or a sentence or
di scourse for connti nuous speech recognizers) can Dbe
interpreted as an undivided entity which determnes the

appropriate machi ne response.

Segnentati on of speech into phonol ogical units:

The nost controversi al aspect of segnmentation has

concerned the relative values of internediate size units,

such as ' phones’ ; phonene-t o- phonene transitions or
' di phones'; syl |l abic subunits l'i ke "syllabic onsets',
"syllabic nuclei', and 'coda' "syllables'; '"words'; and
"phrases’. There is a vast literature on the 'psychol ogi cal

reality' and the linguistic utility of segments |ike phonenes
and syllables (Sapir, 1938; Bloonfield, 1933; Pike, 1945;
Wells, 1947; Trager and smth, 1951; Chonsky, 1957; Chonsky
and MIler, 1963; Chonsky and Halle, 1968 Hockett, 1972).

A typical speech Recognition system

The speech signals of representative training sanples
are processed to detect utterance boundari es. Poi nts where
energy rises above a threshold |evel are declared beginnings
of words, unless the energy peak is so short in duration that

it is clearly not speech, but rather a noise inpulse.
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Endi ngs occur where energy drops below the threshold and
stays down for atleast some reasonable tine. Short noi se
bursts have to be excluded from the regions called words, by
using their short durations and perhaps their spectral
character to distinguish them from speech sounds. Breat h
noi se, |ip smacks, stop bursts, weak fricative and |ack of
clear gaps between words wthin connected speech nake word
boundary location a difficult problem and a primary reason
for errors in recognisers. Changes of sound structure due to
the sound structure of adjacent words also create word

boundary-i nduced problens for connected speech recognizers.

Between utterance boundari es, various features are
extracted, in each short tinme frame, to yield a matrix of
FiN nunbers where Fi is the nunber of features nonitored,
and N is the nunber of tine segnents in which such features
are extracted. Each word is that is spoken during training
is acconpanied by a user-specified (possibly conputer-
pronpted) identification of what that utterance meaning was
(i.e.what word sequence was spoken, or what response is
expect ed). A lexicon of expected pronunciation for all the

words is thus obtained.

Later, when an unknown utterance is spoken, its matrix
of nunbers is conpared with all the stored matrices, and the
one lexical entry that is 'closest' to i/p pattern is the

selected identity of the word. Hypot hesi zed words may have
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to be 'warped', or normalised, in tinme and other paraneters,
to match the i/p. G her nornmalisations may adjust signa
anplitudes or other data values to aid proper alignnent,

conmpari son and scoring of closeness of fit.

After words have been hypot hesized they may be subjected
to syntactic, semantic and pragmatic constraints to select
the nost likely actual word utterance. Prosodi ¢ cues can aid
syntactic anal yses, by l|locating phrase boundaries, stresses,
regions of phonetic reliability that yield highly reliable

word hypot heses, ot her structural cues.

Acoustic Paraneterization and Normalisations:

The parameters can be mainly divided into tine-domain

paranmeters and spectral paraneters.

Ti me-domai n paraneters include peak anplitudes and peak-
t 0o- peak neasures. One can nonitor maxi mum within the whol e
utterances, or wthin noderate size regions |ike syllables,
or within short segnments, such as the maxinmum w thin each
single cycle of the periodic voiced speech regions. Lar ge
wavef orm peaks are produced by the periodic excitations of
the human vocal tract by puffs of air fromthe vocal cards,
and the tinme internal between successive excitation peaks
provides the pitch period. The pitch period is thus
detectable from the tine interval between |arge waveform

peaks, or the tine interval before the waveform basically
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repeats itself. A common nethod for deriving pitch is
autocorrel ation nethod (Sondhi, 1968), which assunes that a
signal will clearly correlate with itself at displacenents of
one (or any integer nultiple of one) pitch period. The
reciprocal of the pitch period is the fundanental frequency
of the voice, which is useful in prosodic analysis. Wthin
each pitch period, there are successions of progressively
smal | er peaks, indicating the resonance characteristic of the
human vocal tract as a resonating tube. The nunber of peaks
per pitch period can be a crude indicator of whether the
signal is rapidly wvarying, as in fricatives, or slowy
varying, as in vowel-like sounds. For vowel-like sounds, the
peak count in each pitch cycle can be a cue to the frequency

of the domnant formant or perceptually prom nent spectra

resonance of the speaker's vocal tract. Crude ' Single-
equi val ent formant' tracki ng, whi ch esti mat es t he
perceptually promnent formnt, has been done by sinply

extracting the duration of the first half-cycle of the

waveform after the glottal excitation (Focht, 1967).

Counting the nunber of tines the signal goes through any
specific signal level (in either the positive or negative
direction; or both) can be a neasure of repetitiveness. For
exanpl e, many research efforts and a few comercial products
have explored, the use of the nunmber of zero crossings per
unit tine. The reciprocal of the tinme interval between two

successive zero crossings has been called the instantaneous



31

frequency  (Baker, 1975). Zero crossing counts and
i nst ant aneous frequencies are high for noise |ike sounds |ike

fricative |low for vowel-like periodic sounds.

Anot her neasure of the speech signal, frequently used in
recognisers, is the intensity, or energy of the wave, which
can be conputed as the sum of the squares of the val ues of

the wave at each point in time, within some w ndow of tine.

Most speech analyses has been done in the frequency
domai n, with techniques such as filter banks, further
analysis (especially the Fast Fourier Transform, [|inear
predictive coefficient (LPC) analyses, and cepstrum analysis.
In the frequency domain, voice fundanental frequency can be
found from the spacing between harnonics, or from cepstral
anal ysis, which separates the harnonic activity from the nore

gradual changes in spectra due to vocal tract resonances.

Among the other possible spectral paraneters, band
[imted energy contours, such as the 'sonorant energy' in the
frequencies from 60 to 3000 Hz, or the 'voicing energy' in
the low frequencies from 60 to 450 Hz, or the high frequency
"sibilant' energy from 3000 to 5000 Hz, can be useful.
Tracki ng natural resonances of the vocal tract, or formants,
is difficult to do reliably from the conplex FFT spectrum or
the out put |l evels from a bank of narrowband filters
di stributed across the spectrum However, the snoot hed

frequency spectrum that results from LPC analysis permts
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formant tracking to be done wth some reliability, using
simpl e peak picking on the LPC spectrum or pole tracking on
the actual LPC nodel. It is generally acknow edged that if
one can derive accurate formant frequency tracks vs. tineg,

they can be valuable for the phonetic content of speech.

A few studies (e.g., Davis and Mernelstein, 1978)
suggest that 'nel scale cepstral coefficients' can be atleast
as effective as LPC coefficients or other spectral paraneters
in determ ning the phonetic content of speech. Experi nments
have shown fairly conparable performance in word nmatching
with either LPC coefficients, filter bank outputs, or FFT

outputs (c.f.Wite and Neely, 1976; \Wholford, Smth, and

Sanmbur, 1980; Doutrich et al., 1983). Less effective were
zero crossings counts, formant anplitudes and formant
bandwi dt hs.

A survey of experts wth an average of ten years
experience in speech recognition (Lea and Shoup, 1979, 1980)
indicated that anong the nost preferred acoustic paraneters
were the formants (derived from LPC spectra, for exanple),
fundanental frequency, LPC coefficients, energy neasures, and
pol es of the LPC spectrum Thi s aut hor favours LPC -derived
formants, fundamental frequency (usually derived from auto-
correlation anal ysis), sonorant (60-3000 Hz) energy contour,
very |low frequency (60-450 Hz) energy, high frequency (3000-

5000 Hz) energy, a two-pole (Primary spectral peak) analyser,
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a spectral derivative (monitoring how much the spectrum
changes fromone 10 ns frame to the next), detection of w de
band nasal resenances, and nel scale cepstral coefficients.

To answer the question regarding which acoustic
paraneters to use in a speech recognition systemis to try
out all conceivable paranmeters, and mathematically determ ne
whi ch paraneters account for the largest portions of the
variance in |arge sanples of speech. Several studies of
princi pal conponent analysis, or eigenvector analysis, have
denmonstrated that the energy in the signal, the balance of
energy between high vs. |ow frequencies, and the energies and
resenances in the second, first and third formant regions are
anong the consistently inportant paraneters.

Devel opers of new recognition systens wll need good
m crophones, tape recorders, audio cables, earphone, speakers
audio anplifiers, and other acoustic signal processing and
comput er equi prent. An excellent way to get started quickly
on paraneter extraction is to purchase standard data
acqui sition equi pnment (such as the Digital sound cooperation
A'D conversion system or the Data Translation or Analog
Devices A/D boards), and standard software packages, such as
t he I nteractive Laboratory system (ILS) from signal
Technol ogy i ncorporated, which includes previously programed
procedures for deriving many of the paraneters and which al so
permts principal conponent analyses and easy experinental

conpari sons of alternative paraneters for specific tasks.
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Robust Categorical features:

Voi ci ng can be detected either by (1) observing that the
very low frequency energy exceeds a threshold; (2) noting a
high value of ratio LF/ HF between the low frequency (60-900
Hz) energy and the high frequency (3000-5000 Hz) energy; (3)
detecting small nunbers of zero crossings per unit tinme; or
(4) noting whether an Fo value is detected for the Iocal-
region.

Syl l abi ¢ nucl ei:

Syllabic nuclei are detectable from peaks in the
sonorant energy from bounded by significant dips (such as 4
or 5 dB dips) (Lea, 1974, 1976, 1980, 1986 d). The boundaries
of each nucleus may be fairly reliably to be at the points
where energy drops down to half of the total anmount of dip at
that syllable boundary. A slight refinenment could involve
replacing the sonorant energy function by a "perceived
| oudness function”, which is spectrally, weighted to be |arge
invowls and other parts of the syllabic nucleus.

Algorithns exist for accurate detections of syllabic
luclei (Lea, 1974; Mernelstein, 1975), and their performances
indicate that this is one of the nost reliable decisions that
can be made in recognition. VWhen syllables are bounded by
sonorant consonants, not obstruents, the energy dips are not
sufficient to be always reliably detected, but Lea (1976)
still obtained over 90% correct syllable nucleus detection in

thedifficult case of all sonorant sentences.
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Sibilant detection is possible with either the high
frequency (3000 to 5000 Hz), energy function, or preferably,
the ratio of the low frequency (60-900 Hz) to the high
frequency (3000-5000 Hz) energy. If this ratio is below a
threshold val ue, the spectrum is dominated by high
frequencies, so that a nosy, intense fricative (specifically,
sibilant) is present. (Many axis crossings per unit tine is

also a cue to sibilants).

Sibilants are another one of the nost reliably detected
categories of speech sounds, wth well over 90% usually

correctly detected (Medress, 1980).

Retrofl exive detection is another reliable analysis
procedure. Retrofl exive (/r/ & /3") are detectable from a
low value of the third formant F3 (below a threshold of about
1750 Hz, and possible as low as 1600 Hz), plus a pattern of

F2 and F3 being very close (i.e. F3 - F2 is small).

Nasal stops are associated wth broad form out
bandw dt hs, very low (250Hz) formant F1 and dom nant very |ow
frequency energy, and abrupt spectral changes in formant
patterns, as new formantpositions occur due to the nasal
tract resonances. Nasal s are weaker than vowels, and they
show antiresonances, or spectral dips. F2 is weak or absent.
The low energy around 800 Hz (due to an antiresonance) and

weaken high frequencies help distinguish nasals from/1/s.
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Vowel detection is also reliably acconplished, based on
the high (sonorant) energy region of each syllabic nucleus
and the presence of voicing, and procedures for stripping
away the non-vowel parts of the nucl eus. O her primary cues
to vowels are the promnent formant structures and the mgjor

energy concentration at low frequencies.

Algorithnms can be designed to search directly for a
match to the specific vowel sound patterns, such as the
formant structures for /i/, [al, /ul, etc. Thr oughout the
hi story of speech recognition, vowel identification has been
generally successful, particularly for sinple syllable

structures.

Stop consonants are another general class of sounds
whi ch have often been included in prelimnary classification
procedures, wth considerable success. Stops are evidenced
by gaps, or clear steady states of Ilow energy (either
silences or low energy voicing bars); large values of the
spectral derivative, or extensive frequencies spectrum change
from one tinme frame to the next, at the opening of closure;
bursts of noisy, broadband energy of short duration and
aspiration, or frictional sound follow ng the gap and burst,

of noderate duration ( 50 ms), for unvoiced steps.

These general categorical decisions |eave one or nore
‘left over categories' to account for weak fricatives

[f,,v,al, Ill,glides /wy/,and possible flaps latter parts
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of di phthongs, transitional areas, and other areas that
cannot be readily classified as sibilants, retroflexives,

nasal s, vowels or stops.

Det ai | ed Phonetic Deci sions:

G ven prelimnary decisions, a recogniser can attenpt to
narr ow down t he alternatives by attenpting vowel
i dentification, specific determ nation of di pht hongs,
detection of laterals, glides, affricates, weak fricatives,
stop identification, and nasal identification. Ef fects of
cont ext can be taken into account, and phonol ogical rules
applied to conpile a pronunciation that can be mtched to

expected pronunciations of words in the vocabul ary.

Vowel identification is a rather well devel oped aspect
of recognition. Vowel s can be identified by their fornmant
posi tions. A sinple identifier could match incom ng formant

val ues stored expectations about formant values for various
vowel s, where stored tenplates were obtained from standard

val ues.

A few other paraneters help establish vowel identities.
The 'spectral bal ance’ is a general shape vari abl e,
i ndicating whether nore energy is at low frequencies (under
1000 Hz), which is true for back vowels, or if higher
frequenci es (above 1200 Hz or nore, as for front vowels) have

a higher energy than for neutral vowels. 'Roundedness' of
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vowels (as for /u, o, /'), is characterized by |ower than
usual values of the sumFl + F2 + F3 (overall effect is |ower

frequency concentration).

The prosodic features of vowel energy and duration (and
even fundanental frequency, Fo) also provide confirmng cues
to vowel identity. High vowels have |ow energy, short

duration and high Fo; |low vowels are the opposite.

D pt hong detection represent another refined categorical
decision that m ght be attenpted. D pht hongs are
characterized by long durations, and may be confused wth
vowel plus glide, or vowel plus liquid, conbinations. A
prom nent characteristic is the smooth changing fornmant
pattern which is strictly dictated by the diphthong identity,
|aterals are fairly difficult to detect. They have Fl and F2
low (FI lower than for vowels, wusually) and are /o/ -like in
spectrographic appearance, but they are weaker than / o/
usually and they appear on the edges of detected syllable
nucl ei . They have an extra formant at high frequencies, and

t hey show discontinuity with nei ghbouring vowels.

Gides are also difficult to detect. The glide /y/l is
[il - like, but shows nore rapid transitions. A little dip
in F3 often is evident in F3 contours during /y/s. The glide
/Iw/ is characterised by a low F2, and major transitions into

or out of low F2 condition
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Affricates are conbinations of step characteristics
followed by fricative characteristics. They can be confused
either wth stop plus fricative conbinations or wth
aspirated stops.

Fricatives, in general, have a broad band spectrum for
which the high frequency energy is as nuch as nore than the
| ow frequency energy. They are noi sy, and can be detected by
from many zero crossings, also. In general, it is the
overall spectrum of noise for a fricative that suggest its
identity.

Stop identification involves voicing detection and a
deci sion about place of articulation. In addition to usual
energy based voicing decisions throughout the stop, other
stop voicing cues include whether there is aspiration, and
whether there is a delay after opening of the consonant
closure before the formant structure becones apparent (voice

onset time).

The alveolar flap [r] is like a [t] or [d], but reduced

in intensity, short in duration and w thout aspiration.

Nasals [m; [n] and [ ] are distinguishable by their
spectral peaks during closure, with [m's peak at about 1300
Hz, while the peak for [n] is at about 1800 Hz, and that for
[ ] about 2000 Hz. Transitions into and out of nasals also
show the spectral characteristics of the corresponding

| abi al, alveolar and velar oral stops.



40

Phpnol ogi cal Anal ysi s:

The various acoustic paraneter extractors and phonetic
category detectors provide the information needed to specify
the sound structures of utterances, but procedures are needed
for conmbining all these decisions into a specification of the
phonetic sequence of the utterance. A strategy is needed for
conbining all the information so it la auitable for conparing
with expected pronunciations, to decide what nessage was

sai d.

Followng are a few distinctive strategies for

phonol ogi ¢ sequence mat chi ng;

1) Centisecond Labelling:- Phonetically classify each 10 ns

time frame of the speech, based on its own internal features
and how they match those expected for each phonene, then use
that |ong sequence of classifications to match to expected

pronunci ati ons.

2) Separate segnentation and- |abelling: Segnment at najor

acoustic boundaries, defined by major variations in robust
inportant features, and then select the best phonetic | abel

for each of those acoustic segnents.

3. Phonetic detection w thout boundaries: Det ach the

presence of phonetic categories and specific phone identities
based on the previously discussed nanner and pl ace

characteristics, and thus specify central positions of those
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apparent occurrences as detected phonetic units, but do not
specify segnent boundaries (and then attenpt to match the
order of detected units with the expected order of phonetic

units for various words).

4) Phonetic Lattice: Detect, and find the beginning and

endi ng (boundaries) of phonetic units, based on the manner
and place characteristics, and allow alternative choices as
to the identify of various regions as well as alternatives as
to where units begin and end, to yield a phonetic 'lattice'
of overlapping alternative sound sequences which can be

mat ched to expected sequences.

5) Strict phonetic segnmentation and labelling: Find (i.e.

detect and specify boundaries of) a strict sequence of
phonetic units (either sub-phonem c segnents, or phonenes, or
transenmes, etc.) that conpletely cover the utterance w thout

over | appi ng.

The wusual goal sought in recognition has been either
strict phonetic segnentation and labelling or else separate
acoustic segnentation and subsequent first choice phonetic
| abelling. Studies, as in the ARPA SUR project, have allowed
several alternative choices for |abelling each segnent, where
Labels have been based on the nost Ilikely or 'closest’
phonetic categories. Thus, probability vectors or preferance

Lists are conposed for each segnent, indicating the first
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choice |abel for the segnment, the second choice |abel, the
third etc. order of choices is based on the closeness to the

acoustic characteristics of the analyzed segnent.

Segnentation and | abel ling nust i ncluded scoring
procedures, for assessing how sure the analysis is about the
various clained segnments and their identities. A measure of

i kel i hood of correctness or error mght be used for scoring.

Recogni zers nmust consider whether to retain know edge of
only the best scoring phonetic unit for each positions of
speech, or whether to retain a vector of scores of various
phonetic |labels, and thus to give a priority list of nost
likely labels for each of the segnents. The sane issue
arises at the word level; only the nost |[|ikely (highest
scoring) word should be chosen or a list of possible words
and their relative scores should be retained for each region
of the incom ng speech. These are typical problenms in the
search nechani sns of Al system regarding the nerit of 'best-
first' analysis, VS. "breadth-first’ anal ysi s, Vs a
conprom se like the 'best-fewfirst' analysis and Lowerence,

1980; Wl f and Wbods, 1980).

One other type of phonol ogical information mght help in
identifying words in speech. That s the so-called
"phonotactic information' or |anguage dictated constraints on

al l owabl e sound sequences of the |anguage.
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Lexi cal Constraints:

Zue and his colleagues (1982), showed that recognition
with a large (20000 word) vocabulary can be reduced to a
sel ection anong just a few confusable words, once the mgjor

phonetic categories are established.

Wai bel (1982), showed that prosodic features could al so
drastically reduce the set of condidate words from a |arge
vocabul ary. The stress pattern of the word, the duration of
the syllables, and the portions of each syllable that is
voi ced can cut the set of candidate words down to about 1.6%
of the vocabul ary. Coupling such prosodic information wth
crude phonetic decisions can leave only a few words as

candi dates, on the average.

Prosodi ¢ Ai ds:

Prosodic information provides acoustic cues to nore than
just the wording of an wutterance. I ndeed, the primary
contributions from prosodies may prove to be in aiding

syntactic passing and gui ding phonetic anal yses.

Based on |linguistic and psychol ogical argunents that
syntax is used in the early stages of speech perception, Lea
(1973, 1974, 1980 C, 1986d) has suggested novel theory of
speech recognition, in which early use is made of prosodic
cues to syntactic structures, and wthin that structure,
analysis is focused on inportant (stressed) words and islands

of phonetic reliability.
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An extensive series of experinents showed ot her benefits
of fered by prosodic features. Lea showed that interstress
intervals were the best indicator of rate of speaking, and
could be used to select suitable (e.g., fast speech is slow
speech) phonol ogi cal rules. Unusually long interstress
intervals were cues to major phonol ogical phrase boundari es.
Intonation contours and stress patterns could indicate
sentence type, subordination of phrases under other, and
special grammatical structures, like conjuncts wth word
repetition. Detail ed acoustic phonetic analyses could be
nore efficiently and accurately done when guided by prosodic
cues such as syllabic nucleus | ocations and stress

determ nations (Lea and Clernont, 1984).

SYNTACTI C CONSTRAI NTS:

Most recognition systens have focused entirely on using
the grammaticality constraints to 'weed out' alternative word
sequences, wi t hout offering any abilities in phrasal
grouping, labelling and definition of grammatical relations.
This filtering of word sequences to establish which ones
satisfy grammatical rules can be a nmmjor factor in assuring
correct sentence understanding and reducing conputations for

alternative word sequence.

There are nmany types of granmmars, of varying powers to

generate conplex |anguages (Lea, 1966; Chonsky and Ml er,
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1963) but perhaps the nost inportant to speech recognition
are finite state, context free, context sensitive and

augnmented transition network grammars.

Finite state grammars are at the forefront of current
capabilities in highly reliable speech recognition. Har py
(Reddy and Lawence, 1980), the IBM system (Jelnek, 1982),
all comrercial recognizers and dynam c programmng systens
have endeavoured to recognise with this restrictive form of
grammar, and systenms |like the BBN HWN system (WIf and
Wbods, 1980) that have tried to go beyond the limtations of
finite state grammars have had conparatively limted success.
A finite state grammar is equivalent to a 'finite state
automation' or 'Markov nodel’. in which generation (or
recognition) of the next word in a sentence is determ ned by
a fixed menory of the previous n words (where n is frequently
only one, so the imediately previous word restricts the

al | owabl e next word) .

Li nguists (e.g., Chonsky, 1957) have shown that finite
state granmmars cannot properly characterise major subsets of
English sentences if no fixed Iimt 1is placed on the
conplexity of sentences. Thus, finite state grammars cannot
generate (or recognise) all such English sentences and only
the acceptable sentences. Context free granmars have been

devised to permt nore generative power, in which sentences
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need not be generated a single word at a time, but large
units can be divided into phrasal sub-units, which in turn
get expanded wuntil the smallest units are represented by

words of the acceptable vocabul ary.

However, even such context free grammars cannot capture
sone of the contextual constraints that seem to be involved
in aspects of the English |anguage, again assum ng no fixed
limt an sentence conplexity. Transformational grammars
(Chonsky, 1957, 1965) were devised to account systenmatically
for conplex contextual effects and total deri vati onal
histories of sentences type (such as passive vs. active

sentences, etc.).

However, transformational granmars have proven difficult
to wuse in recognhition procedures, so the 'augnented
transition network' (or ATN) grammar has been devised as a

practical substitute, of equally general power.

Thus, there is a hierarchy of ever nore powerful
granmars, ranging from finite-state grammars to upto ATN
granmars. The nore powerful the grammar, the versatile the
| anguage that can be characterised. More inportantly,
however, for the current uses of syntax in recognition, the
nore restrictive the grammar the better it is for strictly

limting the acceptable word sequence.
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As inportant issue in syntactic analysis for speech
recognition concerns the assessnent of the conplexity of a
| anguage for speech interaction wth nmachines. Goodman
(1976) developed the idea of an average 'branching factor',
whi ch indicates the average nunber of words that can appear
next in a sentence of the voice i/p |anguage. The higher the
branching factor, the nore difficult the recognition task,

though this is hardly a fully adequate neasure.

Semantic and Pragmatic Constraints:

Semantic networks can be used to show semantic relations
between words, objects that can be 'contained in' other
objects may be connected in a semantic network. In early
wor ks on speech understanding system semantic networks were
expected to play an inportant independent role in determ ning
the correct word sequences to hypothesize in a system and
whi ch hypot hesi sabl e word sequence should be ruled out due to

their semantic anomalies (Nash-Wbber, 1975).

Pragmatic information may be used in speech recognisers
to verify or rule out hypothesized word conbinations by
extablishing their agreement wth prior discourse or their
applicability to the task being undertaken during the human-
machi ne interaction. Knowl edge of previous discourse c;n
help and can permt the full expansion of elliptica

(truncated) utterances that follow simlar utterances.
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COVPUTATI ONAL  TECHNI QUES

The Principles of Speech Pattern Mtching:

According to Moore (1985) It is wdely acknow edged that
it my be many years before the techniques of automatic
speech recognition (ASR) are able to challenge the accuracy
and reliability of normal human speech perception; t he
devel opment of a machine with the ability to transcribe
accurately any spoken nessage from a w de range of talkers

under |ess than optimal environmental conditions.

However, since the early 1970's an approach to ASR has
been evolving which, al t hough rather superfici al in
appearance, is nevertheless achieving a nodest anount of
success, both from a scientific and from a conmercial point
of view This approach has become known as speech pattern

mat chi ng( SPM) .

Li ke  nost ot her appr oaches to automatic speech
recognition, SPM is based on the premse that for a machine
to be able to recognise speech, it nust have access to
know edge about speech and about how words and sounds
mani fest thenmselves in acoustic signals. It also requires
that this know edge should be structured and manipulated in
appropriate ways. However, SPM differs from other approaches

in that it attenpts to mnimse the anount of heuristic a
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prior information about these structures and mani pul ati ons by
capitalising on the fact that a prine source of potentiality
reliable speech knowedge is the information contained in
actual speech patterns.

In SPM first a speech signal undergoes sone Kkind of
pre-processing which transforns the acoustic waveform into a
sequence of analysis vectors. Then, during an initial
training phase, exanple patterns are wused to generate
suitable nodels which are subsequently stored in the nodel
store. The conplexity of +these nodels varies; in the
sinplest case a nodel mght just be an exanple of a
particular word, on the other hand nore advanced schemes use
relatively sophisticated statistical nodels. Finally, in the
recognition phase, an unknown utterance is conpared with the
nodel s in the nodel store and is assigned to the class of the
nodel with which it is (in same sense) nost simlar

Pre- Processi ng:

There are two main reasons why it is necessary to pre-
process speech signals in advance of the pattern matching
sages. First, it is desirable to transform the audio
waveform into a domain where the patterning of speech is nore
explicit. Second, the data-rate in the transformed signa
may be too high for the subsequent stages. Hence a |arge
range of signal processing techniques are applicable to
speech signal s, both for achieving a suitable signal

representation and for reducing the data-rate.
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A S| GNAL REPRESENTATI O\

1. Fourier Analysis:

The nobst common and perhaps nost informative way to
anal yse a speech signal is to estimate its short-tine power
spectrum using the Fourier transform Wth a suitable choice
of analysis w ndow, the harnonic structure of the excitation
function (voice pitch) may be ignored and the resulting w de-
band envol ope spectrum contains information which derives

mai nly fromthe shape of the vocal tract.

This process may be done wusing discrete Fourier
transform (DFT) or, nore easily, wusing a bank of anal ogue
band- pass filters. The latter has the advantage that the
distribution of frequency bands (channels) nmay be readily

nmodel l ed on the critical bands of the human ear.

2. Cepstral Analysis:

Direct Fourier analysis requires a short data w ndow in
order to ignore the harnonic structure of speech signals.
However, and alternative approach which is can use a wder
timte wndow is honmonor phi ¢ or ceptstral processi ng.
Essential ly, a narrow band spectrum (which contains the
harnonic structure) is further transfornmed, using Fourier
analysis, into the cepstral domain (the spectrum of the
spectrum) where the conponents due to the pitch of the value
may be filtered out, and then transforned back to obtain a

snoot h envel ope spectrum
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3. Linear Predictive Analysis (LPC):

Li near predictive coding is a speech analysis technique
which is particularly attractive from the conputational point
of view In this schene the autocorrelation characteristics
of the speech waveform are exploited by estimating the val ue
of the current sanple using a linear conbination of the
previous n sanples. The result is an analysis which is based
on an all-pole nodel of the vocal tract. This nmeans that LPC
is particularly good at estimating the positions of spectral
peaks during vowel sounds. However, during speech sounds
which do not confirmto an all - pole nodel (nasals and nmany
consonants) LPC tends to over estimte the bandw dths of the

peaks.
B. DATA REDUCTI O\

The result of the initial transformation of a speech
waveform is thus typically a regular sequence of analysis
vectors, where each vector describes the distribution of
energy at different frequencies (or the configuration of the
vocal tract) at different tines during an utterance. Further
processing is then able to reduce the dat-rate by

capitalising on the redundancy in the transformed signal.

1. Vector Quantisation:

It is possible to reduce the data-rate of a speech

signal by vector quantisation (VQ . VQ is a techni que whereby
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each frame of spectral data is coded by conparing it with a

pre-stored set of reference franes, each of which is

associated with a different output synbol.

The set of references frames (or codebook) is normally
generated by a clustering procedure which mnimses the
average distortion resulting from coding a suitably |ong
sequence of vectors. however, case is necessary in the use
of VQ in automatic speech recognition, since the set of
reference franmes nust be large enough to preserve the
smal l est distinction required by the subsequent pattern

mat chi ng al gorithns.

Dat a adapti ve Coding:

As VQ reduces the anmount of infornmation associated with
a single frame of speech data, variable rate coding
technigues may be wused to exploit sequential properties.
Such- schenmes are based on the observation that the changing
pattern of sound in a speech signal gives rise to analysis
vector (e.g. spectra) which are often fairly simlar over
several franes. In these circunstances it is possible to re-
sanple the analysis vectors at a rate dictated by the anount

of change in the signal, thereby reducing the overall frane-

rate.

For a continuous signal, the sinple schene is to set a

threshold such that an analysis vector is produced only if
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the simlarity between it and the previous vector exceeds the
threshold; the higher the threshold, the fewer sanples wll
be taken in the nore stationary regions of the signal. In
the special case where the first and last franes of data are
known, it is possible to set the threshold such that a fixed
nunber of franmes are retained, this particular nethod is

known as trace segnentations.

Model |'i ng Speech Patterns:

The principle of speech pattern matching is that a prior
know edge (i.e., in sight and assunptions) about the
structure of speech (e.g., words) is supplenented wth
anal yti cal know edge (exanples of actual speech patterns) in
order to construct nodels against which unknown patterns nay

be conpared for recognition

The quality of both a prior and analytical know edge is
obvi ously of paranount inportance; assunptions about suitable
nodel structures nust not be too far from reality, and the
exanpl e speech patterns nust be reasonably representative.
The key to successful nodelling is to maxim se the use of the
actual neasured data by sharing information (pooling) where

possible, whilst at the sanme tinme mnimsing the |oss of

i nformation by inappropriate pooling. However, by far the
nmost inportant concept is that, no matter how well the
derived data structures nodel the exanple patterns, it nust

be possible to generalise that information in appropriate
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ways in order to acconodate the inherent variability of
speech and to be able to correctly recogni se speech patterns
that have not been observed previously. This means that the
nodel s can be regarded as having the capability of generating
(synthesizing) a range of patterns conditioned by the
structure of the nodel and by the exanples that have actually
been observed.

Model s:

Di fferent types of nodels are used for speech
recognition. They are; sinple whole-word nodels; Stochastic
nodel s; markov nmodels; Hi dden nmarkov nodels; Sem -Markov
nodel s; Sub-word nodel s.

O her types of recognition procedures based on distance
measures for speech processing are: The root mean square
(rms) log spectral distance, cepstral distance, |ikelihood
ratio (mnimum residual principle or delta coding (DELCO
algorithm and a cash neasure (based upon two nonsynmetrical
i kelihood ratios).

The properties and interrel ationships among four
measures of distance in speech processing are theoretically
and experinentally studied by Gray and Markel (1976). It has
been shown that the cepstral neasures bounds the rns |og
spectral neasures from below, while the Cosh nmeasures bounds
it from above. A sinple non-linear transformation of the
i kelihood ration has been shown to be highly correlated with

rms | og spectral measures over expected ranges.
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According to Gray and Markel (1976); for the purpose of
know ng their interrelationships the rns log spectral
di stance was taken as a reference. It has been found that
Cosh neasure satisfy all of a specified set of distance
measure criteria. Based upon the heavier weighting of |arge
differences, it has been seen that Cosh neasure is a better
choi ce where large differences are expected.

Recently tinme-domain speech analyses based on |I|inear
predictability of signal waveform has been successfully
adopted for efficient coding of a redundant speech signal.
Several efforts have been nmde toward application of the
linear predictor coefficients (LPC) for speech recognition.
(ltakura and Saito; 1968, 1970). Here, in this procedure, a
reference pattern for each word to be recognized is stored as
a tine pattern of linear prediction Coefficients (LPC). The
total log prediction residual of an input signal is mnimzed
by optimally registering the reference onto the input auto
correlation coefficients using the dynamc programm ng
al gorithm (DP). The input signal 1is recognized as the
reference word which produces the mninmum prediction
resi dual . Sequential decision procedure is used to reduce
the anount of conputation in DP. A frequency nornalization
with respect to the log-tinme spectral distribution is used to
reduce effects of variations in the frequency response of

t el ephone connecti on.
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The system has been inplenmented on a DDP-516 conputer
for the word recognition - experinment. The recognition rate
for a designated male talker is 97.3 percent for telephone
input, and the recognition tinme is about 22 tines real tine

(Itakura; 1975).

STUDI ES ON AUTOVATI C SPEECH RECOGNI TI ON

Earlier Studies:

The first truly successful recognizer was reported in
1952 by Davis, Biddulph, and Bal ashek of Bell Laboratories.
This device could recognize ten digits, spoken over telephone
by a single talker, with an accuracy of 100% On the speech
of a different tal ker, however, the accuracy could be as |ow
as 50% The talker was expected to speak clearly and to
pause between digits. The recognition nmethod used was to
assign the spoken word to the nobst probable digit category on
the basis of appropriate F1/F2 neasurenments during vowel

sounds.

Wren and Stubbs (1956 ) produced a device which
partially I mpl emrent ed t he di stinctive feature binary
opposi tions. Phonene cl assification was based on
voi ce/ unvoi ced, turbul ent/nonturbulent, stop/fricative, and
acute/grave determ nations. Thi s gave 94% correct
recognition of the vowels in short words by 21 talkers. Al so
in 1956, dsen and Belar of RCA reported a machine wth a

vocabul ary of ten nonosyllabic words with which a syllable
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recognition accuracy of 98% could be obtained in conplete
sentences by a single talker. "Careful”™ pronunciation was
required with a pause between each syll able. Ei ght frequency
bands and fire tinme intervals per syllable were used to
define an eight-cell by five-cell matrix. In each cell a "1"
or a "0" was stored depending on whether the signal energy
appropriate to that cell was above or below a threshold
| evel . The decoded matrix pattern was used to operate a

typewriter key and so a typed transcript of the sentence was

obt ai ned.

A later version of the Odson and Belar syllable
recogni zer was reported in 1961. Again this made use of
ei ght frequency bands and five tine sanples, but these tine
sanples were only taken when a significant change occurred in
the spectral power distribution. The machine's vocabul ary
was increased from 10 to 100 syllables, but no recognition

performance figures were given.

Fol | owi ng suggestion by Fry, Denes (1959) produced a
speech recogni zer. This consisted of a spectrum anal yzer, a
spectral pattern -matching system and stored probabilistic
information concerning the probability of any phonene
recognized by the machine following another in spoken
Engl i sh. The phonene-recognition set conprised four vowels

and nine consonants. The overall performance was not
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particularly good, but use of the Ilinguistic data (phonene
pair probabilities) inproved the word recognition accuracy

from?24 to 44%

Forgie and Forgies (1959), used a 35 - channel filter
bank whose outputs were envel ope-detected, sanpled, and fed
to a conputer. The conputer program made use nmainly of the
frequency positions of F1 and F2 and of fundanental voice.
frequency neasurenents. It could recognize ten English
vowels in isolated words of the form /b/ -vowel/t/. For 21
mal e and fermale talkers, with no adjustnent for the talker

the vowel recognition accuracy was 93%

This work denonstrated the value of the digital conputer

in recognition studies.

The availability of powerful, high-speed conputers in
recent years has brought about a significant change in

research in this field.

One common use for a conputer has been in place of the
hardware concerned wth <classifying the utterance on the
basis of output signals from a hardware spectrum analyzer.
The spectrum analyzer is typically of the vocoder type,
having a bank of filters followed by rectifying and snoothing
circuits. Spectral analyses of speech in this manner is well
established and many such analysers exists in speech -

research centers.
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Wiere the spectral analysts section is also subject to
i nvestigation there are consi derabl e advantages in sinulating
the whole system by conputer. However, where real-tine
operation is required, or where |large anpunt of speech
material are to be processed, it has been comon to fix the
design during an initial period of conplete sinulation and
then to build hardware wunits for those sections requiring
long conputer tine. Now even this restriction has been
greatly released with the developnent of the 'fat Fourier
Transform algorithm of Cooley and Tukey (1972). Thus in
many present day |aboratory investigations valuable research
can be conducted with no further equipnment than a tape

recorder, an analog-to-digital converter, and a generai-

pur pose conputer

The nobst interesting use to which conputers have been
put in sone recently reported investigations has been in on-
line conputer studi es using man-nmachi ne conmuni cation
peri pheral s. These highly flexible systens allow for rapid
mani pul ation of the speech signal in intensive experinmenta

sessions, which permt progress at a high speed.

Har dwar e st udi es:

Suzuki and Nakata (1961) studied vowel recognition using
a 26 channel spectrum analyzer and separate w deband, formant
- related channels. The channel outputs were separately

grouped and connected to individual vowel - decision
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circuits. The speech was segnmented into voiced and unvoi ced
segnent s, and envelope-intensity and fundanental voice-
frequency neasurenents were also used. To reduce the errors

due to formant novenent during vowel sounds, separate
recognition decisions were made at intervals throughout
voi ced segnents. The final classification was then nmade by
observing the phonene nost frequently recognized. Sakai and
Doshita (1962) reported a nost conprehensive recognizer.
This used a separate circuits for segnenting the speech into
vowel s and consonants and for classifying the segnmented
phonenes. Zero-crossing analysis was conbined wth
measurenents of variation of energy in various frequency
regi ons. The segnentation operation made use of neasures of
the "stability" of, and the "distance" between the digital
patterns generated. 90% correct recognition was obtained on

vowel s and 70% on consonants.

A hardware study of nmassive proportions has been the
subject of periodic - reports by Mrtin et al (74). Thi s
system makes wuse of Analog Threshold Logic (ATL) elenents
whi ch are based on a nodel of the biological neuron. The ATL
el enent is a transistor circuit having excitory and
inhibitory inputs which provides an output only when the
i near sum of I nput currents (inhibitory inputs are
subtracted) exceeds a Pre-set threshold. This output is then

proportional to the sum of inputs wuntil saturation is
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r eached. When reported in 1964 the system contained well
over 500 of these circuits. The recogni zer enployed a 19 -
channel spectrum analyzer, ATL elenents, AND gates, and
nonostabl e nultivibrators. Various features of the speech
signal were wused for recognition of individual phonene
pattern, such as steady-rate and transitory spectral-energy
patterns and intensity ratios.

Falter (1965), neasured nmachine's performance on CVC
utterances by six male talkers. Recognition accuracies
ranging from 82 to 99 percent were obtained for 22 different
phonenes including vowels, stops, and vowel -1ike consonants.

Gazdag (1966), wused a 12 channel spectrum analyzer
(highest frequency 3 KHz), and the neasurenment space defined
by its outputs was partitioned by six hyperplanes,
i npl emented by sunming anplifiers and trigger circuits, each
trigger circuit changing state as its anplifier 's output
passed through zero. The output pattern was thus in the form
of Si X binary quantities whose tinme variation was
characteristic of the spoken word. The outputs were recorded
on a multichannel pen recorder and transcribed by human
operators in sequences of six-digit binary nunmbers.

The machine was tested on 10 digits spoken by four
tal kers. Detailed results were not given but the perfornance
was described as "prom sing". It was also clainmed that the
system was invariant for tinme variations but no proof of this

was given.
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GIlli and Meo (1967) described a system for recognizing
italian nunbers - A 17 - channel spectrum analyzer was used
which was followed by threshold detectors which reduced the
range of outputs from each channel to binary statenents.
There signals were sanpled and connected to separate circuits
for the recognition of each digit. The decisions were mainly
based on the sequential occurances of vowel and consonant

patterns and patterns due to certain transitions.

For the 10 nunerals spoken by 10 talkers, which were
used to provide data on which the machine was designed, no
errors occurred. For new utterances by the sane talkers,
correct recognition was obtained for 90% of the utterances.
The authors claimed that the results proved that the crude
patterns obtained were sufficient for recognition of the
digits by a sinple machine and that a redesign could have

elimnated nost of the errors.

Ross (1970) wused a four-channel spectrum analyzer and a
digital disk storage system A 20-bit binary pattern was
generated for each word by sanpling five two-state signals
derived from four frequency channels. Four of these signals
were obtained by calculating the ratio of the nean energy
level in each frequency channel to the nean energy in the
overal | signal. The fifth signal resulted from a conparison
of the energy in the highest frequency channel wth that in

the two | owest. Each of these signals were conpared with a
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threshold Ilevel to produce five binary outputs. The
resulting patterns were classified by neans of a "nearest
nei ghbor" conparison with patterns stored in the nachine.
The perm ssible "distance" between patterns giving the sane
out put response was under the control of the experinents.
The training procedure was to present a number of utterances
representing a single word in sequence. If the incomng
pattern was not sufficiently close to any of the patterns
already stored, the new pattern was added to the stored
patterns. Thus a set of different patterns were retained for

each word in the machine's vocabul ary.

After training a new input pattern was given the sane
| abel as that of the nearest stored pattern if it was within
the specified distance of one of these. Oherwise it was

rejected. The machine was tested on spoken digits.

Wien the permtted distance was set to one bit (i.e.,
two patterns were considered the same if they differed by
only one bit out of the 20 pattern bits) 86 stores patterns
were required to correctly identify the nenbers of the
training set. For ten new sanples of each spoken digit, 56
gave the correct response, 8 gave incorrect responses, and 36
gave no response. When the permtted distance was zero
(requiring an exact match), wth 218 patterns stored, 46 out
of 100 new digits gave the correct response, 2 gave incorrect

responses and 52 gave no response.
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COVPUTER STUDI ES

Denes and Mathews (1960) reported as system for
recognizing the 10 digits from conplete word patterns. This
used a 17-channel spectrum analyzer, the outputs of which
were sanpled and recorded on magnetic tape. This signal then
formed the input to a conputer. Ti me-frequency patterns for
a nunber of utterances of each word were averaged and stored
as reference patterns. patterns from unknown utterances to
be classified were conpared, by a cross-correlation process,
with each stored pattern in turn. The classification of the
reference pattern giving the best match was chosen as that of
t he unknown utterance. A conparison was made of the results

with and without tine normalization of the patterns.

One female and six male talkers were used and the only
restriction inposed on their pronunciation of the digits was
that they should pause between each. The error rate averaged
over all talkers was 6% with tinme normalization and 12%
without formation of reference patterns by averaging over
several talkers and the use of tine normalization were both

val uabl e techni ques.

Sebestyen (1960) devised a digit recognizer which had an
18 channel vocoder analyser and conputer. The conputer
i nplenented |inear transformations of the analyzer output

signals to obtain maximl clustering of the data in the 361-
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di nmensi onal space forned by tine -sanpling the channel
out put s. Time normalization was used and the nornmalization

factor was included as one of the space dinensions.

Four hundred utterances of the 10 nunerals, by 10
tal kers were used. it was clainmed that, if atleast seven
exanples of each nunerals were wused to optimze the
clustering transformations, no recognition errors were mde.
Wen the talkers wused in testing the recognizer were

different fromthose used in training it.

Gold (1966); reported a word - recognition system This
used a 16-channel spectrum analyzer (maxi num frequency 3 KHz
), a pitch extractor, and a voicing detector. The conputer
program segnented the words into approximte phonemc units
on the basis of voicing, mgnitude, and spectral information.
A further 15 spectral, duration, and intensity neasurenents
were then made on a group of five segnents centered on one
segnent which was defined as stressed. A scoring nethod
based on the simlarity with previous neasurenents on known
words was used to classify the word. For 50 isolated words
by 10 talkers, 86% were correctly identified and 96% recei ved

either the highest or second-hi ghest score.

A word recogniser using a Jlowdata-rate spectral-
mat chi ng process has been devel oped by Shearne and Heach.

The output of a 20-channel vocoder analyzer is sanpled and
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fed to a conputer. Each tine sanple is considered to define
a point in 20 dinmensional space. The variation of this point
traces out a path in the space which is characteristic of the
word and of the talker. Twenty different "proto type
spectra” are chosen which represent certain fixed points in
t he space. The path taken by the signal during an utterance

is specified by noting the nearest prototype point at each

sanpling instant. The result is a series of nunbers in the
range 1 to 20. It is this sequence which forns the pattern
to be recognized in the matching process. Separ at e nunber

seguences due to the utterance of wor ds of  known
classification are first stored in the conputer as "tenplate
patterns". Unknown-word patterns are then conpared with each
prototype pattern and the classification of that giving the

hi ghest score is chosen.

For 32 isolated words by 10 talkers and using nine
tenplate patterns for each vocabulary word, an accuracy of
90% correct identification was obtained. Purton (1970) has
produced system which nakes wuse of an autocorrelation
t echni que. The signal is first split 1into tw bands
approximating the ranges of FIl and F2. The two waveforns are
then infinitely clipped to produce zero-crossing signals.
These signals are separately auto correlated and tine
smapled to produce a 36 X 30 matrix for each utterance. This

patern is conpared with naster patterns and the best match
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determined by a scoring met hod. One master patterns once

formed from several utterances of known classification by one

or by several talkers.

In single-talker experinments using a machi ne vocabul ary
of 10 words, 696 utterances gave individual accuracies

ranging from78 to 99% The average accuracy was 89%

Louis (1971); proposed a new real tinme word recognition
system that uses only a small conmputer (8K nenory) and a few
anal og peri pherals. The essentials of the procedure are as
fol |l ows. During the pronunciation of a word, a spectral
analysis is carried out by a bank of 171/3- octave bandpass
filters. The outputs of the filters are logarithmcally
anplified and the mximl anplitude of the envelope is
determ ned and sanpled every 15 ns. In this way a word is
characterized by a sequence of sanple points in a 17
di mensi onal space. Then a principal conponents analysis is
perfornmed, reducing the original 17 dinensions of the space
to 3. After a linear time normalization, the 3 - dinensional
trace of the spoken word is conpared with 20 reference
traces, representing the 20 possible utterances (the digits,
plus 10 conputer conmands). The machine responds by nam ng
the best fitting trace. Wth the 20 speakers of the design

set, the machine is correct 98.8% of the tine.
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Fum tada Itakura (1975); devised a conputer system in which
i sol ated words, spoken by a designated tal ker, are recognized
through calculation of a mninum prediction residual. A
reference pattern for each word to be recognized is stored as
a tinme pattern of linear prediction coefficients (LPC). The
total log prediction residual of an input signal is mnimzed
by optimally registering the reference LPC onto the input
autocorrelation coefficients wusing the dynam c progranm ng
algorithm (DP). The input signal 1is recognized as the
reference word which produces the mninmum prediction
resi dual . A sequential decision procedure is used to reduce
the amount of conputation in DP. A frequency normalization
with reference to the long-tinme spectral distribution is used
to reduce the effects of variations in the frequency response

of tel ephone connections.

The system has been inplenmented on a DDP - 516 conputes
for the 200 word recognition expect. The recognition rate
for a designated nale talker is 97.3% for tel ephone i/p and

the recognition tinme is about 22 tines real tine.

Sambur and Rabiner (1974); studied speaker independent
digit recognition the digit classification schene was based
on segnenting the unknown word into three region and then
categetorical judgenents were nmade as to which of six broad
acoustic classes each segnent belong to. The neasurenent

made on speech wave form include energy, zero crossings.
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two -pole linear predictive coding analyses and nornalized
error of the Ilinear predictive coding analyses. A fornal
evaluation of the systens showed an error rate of 2. 7% for a
carefully controlled recording environnment and a 5.6% error

rate for on line recordings in a noisy conputer room

The experinental test of the digit recognizer was
conducted in two parts. The first part connected of 10
speakers (5 female and 5 nmale) each of whom nade 10 conplete
recordings of the 10 digits. The recording sessions were
spaced over a five - week period to include the effect of
time variation in the testing . The recordings were nade in a
quiet room with a high - quality mcrophone. The decision
al gorithm was not designed for the characteristics of each
particul ar speaker, so as to give a true test of the speakers

- independent nature of the schene.

A confusion matrix for each of the 100 tests of each
digit 100 was presented. The confusion matrix indicated that
all occurrence of initial friction were correctly defected by
the decision algorithm 1In only 6 out of 200 exanples of the
digits 1 and 9 was the initial nasal i ke consonant
incorrectly determ ned. The confusion matrix also showed that

most errors were made in the final detail ed deci sion.

Rabi ner and Sanbur (1976); have done sone experinent in
the recognition of connected digits. The overall recognition

system consists of two separate but interrelated parts. The
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function of the first part of the system is to segnent the
digit string into the individual digits which conprise the
string , the second part of the system then recognizer the

individual digits based on the resutls of the segmentation.

The segnentation of the digits is based on a voiced or
unvoi ced analysis of the digit string, as well as information
about the location and anplitude of mnima in the energy
contour of the utterance. The digit recognition strategy is
simlar to the algorithm used by Sanmbur and Rabi ner (1974)
for isolated digits, but with several inportant nodifications
due to the inpreciseness wth which +the exact digit
boundaries can be located. To evaluate, the accuracy of the
system in segnenting and recognizing digit strings a series
of experinents was conducted. Using high -quality recordings
form a sound proof both the segnentation accuracy was found
to be about 99% and the recognition accuracy was bout 91%
across 10 speakers (5 nmale and 5 female) with recordi ngs nade
in a noisy conputer room the segnmentation accuracy was about

87% across another group of ten speakers (5 nales and 5

femal es).
Zui cker and Paulus (1979) ; studied speech recognition
usi ng psychoacoustic nodels. In which it follows the concept

of 1) preprocessing in term of auditory paraneters. 2)
subsequent classification and recognition. The preprocessing

system has been realized in analog hardware, whi | e
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recognition is carried out on a digital conputer. 1In the
processi ng system the essential psychoacoustic principles of
the perception of |oudness, pitch, roughness and subjective
duration were inplemented with sone approxi mati on. The system
essentially consist of 24 bandpass fitters, non |i near
transformation of each filter output into specific |oudness,
and specific roughness and final transformation of these
paraneters into total |oudness, total roughness and three
spectr al nonment a. As a mnmeans to further reduce the
information flow, continuous selection of dom nant paraneters
was also considered the basis of psychoacoustic data. The
subsequent recognition process is mainly characterized by 1)
discrimnation between speech and silent peri ods. 2)
detection of syllable peaks and classification of syllable
nucl ei , and 3) assunption of syllable boundaries and
classification of consonant clusters. Result of the study
i ndicated the concept provided a systematic and prom sing way

towards automatic speech recognition of continuous speech.

Significant advances in speech recognition are likely to
come not from researches into signal analysis, adaptive
pattern matching, or conputer inplenentation (although these
fields have valuble techniques to offer the speech
researches), but from the studies of speech perception and
generati on, phonetics and linguistics a nuch greater

under standi ng of the whole speech process is required before



72

an automatic recognizer can be built whose performance wl|l

approach human ability.

As the review of literature shows that several attenpts
have been nade to use conputer for speech recognition several
met hods have been proposed and tried with varying success.
Most commonly found nethods are: Mar kov nodels; Hi dden
Markov nodels; Sem -Markov nodels; Cosh Measure; M ninum
Prediction Residual Method and Linear Prediction Coefficients

(Eucl i dean Di stance Measures).

Thus it can be concluded that conputer can be used for
speech recognition at least to a limted extent. To the
present investigator a program based on distance neasure
(Cosh Measure, Mninmum Prediction Residual Method and Linear
Prediction Coefficients) developed on the |ines suggested by
Gray and Markel (1976) was avail abl e. Since speech
recognition has several applications in the field of speech
di agnosis and therapy; it was felt necessary to explore
program and to identify the variables related to speech

recognition with the program avail abl e.

Due to several limtations this study was restricted to

only Fundanental frequency as a vari able.



METHCDOLOGY

Speech recognition has been considered as inportant from
various points of views. Several nethods and nodels have been

proposed and used for this purpose, for exanple: Sinple whole

word nodels ; Mar kov nodels ; Hi dden WMarkov nodels and
several distance neasures are ; Cosh Measures ; mninmum
prediction resi dual principle ; i near predictive

coefficient, Euclidean di stance neasures etc.

According to Gay and Marcel (1976) :- M nimum
predi ction residual met hod, Cosh nmeasure and euclidean
di stance (LPC coefficient) neasurenent have been considered

useful nmethods for speech recognition.

Application of speech recognition in the field of speech
t herapy has been recognizes as useful. But it has not been
wor ked upon particularly in India. Before using these program
for clinical use it was felt necessary to know the efficiency
of mninmum prediction residual nethod, Cosh neasure and

linear -prediction coefficients (Euclidean distance nmeasure);

which were available with this program

The review of Iliterature has shown that duration of
utterance and fundanental frequency as inportant variables

anong the variable in the process of speech recognition.
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A progrant of speech recognition witten, using basic
| anguage based an description provided by Gay and WMarkel
(1976) was available to investigator. This program provided
di stances between the stored group data and test data using
m ni mum prediction residual nethod, Cosh neasure and LPC

(Eucl i dean di stance) neasure.

The present study was limted to findout the effect of
variations in fundanental frequency on speech recognition

with the program that was available to the investigator.

A prelimnary investigation had shown that the program
("speech recognition") was not capable of recognizing either
digits words when the duration of utterance varied.

In order to find the effect of variation in fundanenta
frequency on speech recognition with the present program it
was decided to nmake the subject to utter the digits, (which
were already recorded analyzed) at habitual pitch** and
pitches higher and |ower than habitual pitch of the subjects.
Therefore the present study was undertaken.

*The program that was used was a commercially avail able
one. No nodification or changes in the program were nade by
the investigator. It is beyond the limts of the present
investigation to consider any of the aspects of the program
except for its possible usefulness in speech recognition for

clinical useful ness in purposes

**Habi tual pitch is the pitch which is nost frequently
used by the subject. Usually for adult nmales it is around
125 Hz



75

Subjects :- Five subjects (all males) in the age range of 17
to 25 Years with a nean age of 20 Years took part in this
study. The selection of subjects was done on a random basis
and also on the basis of following criteria :- No history of

hearing loss or vocal pathology at the tine of recording.

The experinment was conducted in two phases. In the first
phase the subjects were asked to utter ten digits (0 to 9)
using their habitual pitch. Loudness was normal wth the
m crophone at a distance of approximately five cns., fromthe
mout h. The | oudness of the counting was nonitored so that the
anplifier indicator of high vol tage (about +5 volts)

was not on.

Phase | Procedure

Step (i) (a) Instrunents Used D for recording of the

digits from O to 9 for each subjects ; an external mc was
used, which was connected to speech interface unit (voice and
speech systen) and finally the input was given to the

conputer (PC XT).

Step (i) (b) Recording Material :- The digits fromO to 9,

witten on flash cards (one digit witten on each flash card)
were used as recording nmaterial. The cards were presented
randomy to the subjects and were asked to repeat them as

soon as it was fl ashed.
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Step (i) (c) Recording Environnent :- The recording was

carried out in a sound treated room The anbi ent noi se |evel
present in the test room was becone the maxi num perm ssible

(1SO - 1964) |evel.

Step (iii) Instruction :- The subjects were instructed to

utter the digit as soon as the cards were presented. For each
subj ect each digit was recorded five tines. the data out -put
for each digit was heard through speaker connected to speech

interface unit

The instrunents were arranged as shown in fig-1.

The data acquisition for each of these digits (five
times each) at a sanpling frequency of 8000 Hz was done. Then
each digit was segnented using the program DSEG- and the

segnented digital data were stored on the floppy - disk

Each data file was normalised. Al the digitized data
was submtted for LPC analysis. the program ANALP was used

for LPC (linear prediction coefficient) analysis.

After LPC analysis for each digit - the program RECGN
(Recognition) was used. Paranmeter estimation of these LPC

files for each subject was done using the nean node.

Paranmeter estinmation of each subject was followed by
maki ng group vocabulary for each subject. And this group

vocabul ary was taken as the reference point for recognition.
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Phase 11
The subjects who had participated in phase | were taken

this part of study al so.

Step (i) (a) - sane as in Phase |
Step (i) (b) - sanme as in Phase |
Step (i) (c) - sanme as in Phase |

The purpose of this phnne of experinent was to find out
variables which would affect the recognition of speech

uttered by different speakers.

step (ii) Instruction

The subjects were instructed to utter the digits shown
to them using the flash card at habitual pitch, and then at
pitchs higher and |lower than the habitual pitch. The order of

presentation of the flash cards were random zed.

Each subject was made to utter each of the ten digits
five tinmes each at three different pitch |evels, as
previously determ ned. Thus for each subject 150 recordings
were made. Qut of five recordings of each digit at each pitch
| evel one which had a duration simlar to the one used for
group vocabulary ; for exanple the utterance of subject 1 -of
digit say one had 255, 250, 255, 245 and 255 nsec duration at
habi tual pitch. the utterance "two" which had 250 nsec
duration was simlar to the duration of the utterance "two"

in the group vocabulary of subject |(as recorded in phase I).
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Thus for each subject ten recordings out of 50
recordings at each pitch level were selected covering all the
ten digits. i.e., a total of 30 utterance of each subject

wer e sel ected.

Using this procedure 30 utterances, ten at habitual and
ten each at higher and lower pitchs for each of the five
subj ects were sel ected. thus a total of 150 utterances were
used as test data to find out efficiency of the programto

recogni ze at different pitch |evels.

After data acquisition each of these digits were
normal i zed using the program NORM Again LPC analysis was

done using the program ANALP as described in phase -1I.

In the final stage of the experiment each digit recorded
in phase Il was conpared (i.e., being recognized) with their
respective group vocabulary wusing the program (i) Cosh
measure (ii) mnimum prediction residual nethod and (iii)

Li near prediction coefficient (euclidean distance measure).

Each of the nethods wused provided the distance val ues
for each digit wth the respective group vocabulary. The

nearest di stance was taken as the recognized digit.

The correctly recognized digits were tabulated and the
percentage of correct recognition (using each nethod, for

three different pitch levels) were tabul ated.



RESULTS AND DI SCUSSI ON

The purpose of the study was two folds, i.e.,

(1) To Review the literature concerned with speech

recognition and

(2) To find out the effect of change of fundanental

frequency on Speech (digit) recognition task

An extensive review of literature has been nade in
Chapter 11.

As seen in the nethodol ogy adopted here; this study was
conducted in two phases. Paranmeter estimation was done and
group vocabulary was made for the data collected in the first
phase of experinment for each subject. Finally, each digit
recorded and analyzed in the second phase of the experinment
were conpared (i.e., were fed to be recognized) with the data

obtai ned fromthe first phase of experinent.

Resul ts obtained from the experinent have been tabul ated
and percentage of correctly recognized digit from each mnethod

have been cal cul at ed.

Tabl e-1 shows the number of correctly recognized digit
at different pitch levels using three different recognition
nethods i.e., Cosh Measure, Mnimum Prediction Residual
Met hod and Linear Prediction Coefficient.

The criteria for considering a digit being recognized
was that at least three out of five utterances of the

subj ects were recognized correctly.



TABLE - |

OORRECTLY RECCGNI SED DI G TS DENOTED BY 'R

VETHODS USED|  COSH NEASURE | M N HUH PREDI CTI O\-RESI DUAL METHOD | LINEAR  PREDICTI ON  COEFI O ENTS!
PITCHLEEL | N H L N H L N A L
DIBITS
0 R R R R R R R
0 R R R R R R R : R
THREE R R
FOR R - R R R R R R R
FIVE R R R R R R R R
X R R R R R R
SEVEN R~ R -R R
B GHT R R R R
N NE R R
ZER0 R R R R
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Table-11 shows the percentage of correctly recognized
digits at three different pitches and percentage of correctly

recogni zed digits using each nethod of recognition used in

this study.

As the Table Il indicates, there is difference between
the three nethods of speech recognition. Hence the
hypot heses (2) is rejected. Table 11l shows the difference

of percentage of correctly recognized digit using the nethods
adopted in this study for speech recognition. As per Table
Il there is slight difference, (about 109 between the
met hods; Cosh Measure and Linear Prediction Coefficient.
Hence the hypothesis-2a is rejected. Using the nethods
M nimum Prediction Residual Method and Cosh Measure; the
difference is seen nore (about 20% at Normal and Hi gh pitch)
that neans there is difference between the two nethods of

speech recognition. It rejects the hypothesis-2b.

Still nore differences are obtained by using the nethod
M nimum Prediction Residual nethod and Linear Prediction
Coefficient, for digits recognized at habitual pitch - i.e.,

there is difference between the two nethods. It rejects the

hypot hesi s- 2c.

It is very clear from Table Il that at habitual pitch
both Cosh Measure and Linear Prediction Coefficient yields

good results. The digits are rocognized 80% to 90% by these
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TABLE - 11

D FFERENCE | N PERCENTAGE OF
CCORRECTLY
RECOGN ZED DA TS AT D FFERENT
Pl TCH
USI NG DI FFERENT PROGRAM

THREE DI FFERENT Pl TCH
LEVELS N H L

Dl FFERENCE CF
PERCENTAGE OF CORRECTLY

RECOGNI ZED DA T USI NG
METHCDS : -

OCB5H MEASURE AND LI NEAR
PRED G TI ON GCEFFI A ENT 10% 10% 0%

M N MM PRED A TI ON
RESI DUAL METHOD AND 20% 20% 0%
COsH MEASURE

MN MM PREDI A TI ON
RESI DUAL METHCD AND 30% 10% 0%
LI NEAR PREDI A TI ON
CCEFFI A ENT
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two nethods at habitual pitch. But as the pitch is varied
the percentage of recognized digit goes down. That neans
recognition of digits is affected by varying the pitch. This

rejects the hypothesis-1.

Table IV shows the difference in percentage of
recognition of digits at different pitch Level. It is very
clear from Table IV that there is difference in terns of
recognition of digits when the digits are uttered at - a)
high pitch with respect to habitual pitch; b) low pitch with
respect to habitual pitch and c) low pitch with respect to
hi gh pitch. This finding rejects the hypothesis-la, |b and

1c respectively.

At  habitual pitch levels the digits are recognized
satisfactorily wusing the nethods Cosh Measure and Linear
Predi ction Coefficient (Euclidean Distance Measurenent).
The finding that Cosh Measure is a reliable nmethod of speech
recognition is also supported by Gay and Markel (1976).
And the finding that Linear Predictive Coding Analysis is a
reliable nethod of recognition of digits is supported by

Sanbur and Rabi ner (1974).

The  net hods Cosh  Measure and Linear Predi ction
Coefficient (Euclidean Di stance Measurenent) yields the sane
percentage of results i.e., 63.33% That nmeans 63. 33% of
digits are correctly recognized using these two nethods. But

the nethod, Cosh Measure is nore tinme consum ng when conpared



TABLE - |V

D FFERENCE | N PERCENTACE OF
RECOGN TON OF DA TS AT D FFERENT PI TCH
LEVELS

THREE DI FFERENT PI TCH HABI TUAL HABI TUAL H CH
LEVELS & HGH & LON & LOW
Pl TCH PITCH PITCH

D FFERENCE COF
PERCENTAGE OF CCORRECTLY

RECOGNI ZED DA T USI NG
METHCDS : -

1 CCsH MEASURE 10% 40% 30%

2 MN MM PRED A TI ON
RESI DUAL METHCOD 10% 20% 10%

3LI NEAR PREDI A Tl ON
CCEFFI A ENT

30% 50% 20%
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to Linear Prediction Coefficients (which is least tine

consum ng anong all the three nethods used).

The nost atypical finding was that the digits uttered at
low pitch |evel when conpared to habitual pitch yielded the

sanme percentage (40% using all the three nethods.

Studies done on speaker recognition have (Abberton,
1979; Lariviere, 1975, Atal, 1972) suggested that fundanenta
freqguency is an inportant cue in speaker recognition tests.
It is not all obvious what neasures of fundanental frequency
are likely to be the nost appropriate. But it can be
concluded that change in fundanental frequency may affects

speaker recognition.



SUWARY AND CONCLUSI ON

Comput er has invaded all walks of life of human bei ngs.
Speech Pathology is no exception to this. Conputer has been
used extensively for Speech analysis and synthesis for the
di agnosis and treatnment of speech disorders. However, speech
recognition has not beenused well for the purpose of speech
and | anguage therapy, eventhough it, has lot of potentials in

terns of providing reinforcenent to the cases, notivation and

drill to the cases. Presently sone of the attenpts have been
made to use this for articulation testing and therapy. In
this context it was necessary to review the literature

regarding speech recognition and also study possible
vari abl es affecting speech recognition. Therefore, this is
part of a proposed extensive study on application of speech

recognition in speech therapy and di agnosis.

The present study was ainmed at reviewing the relevant

literature and answering the follow ng questions:-

1. Is there any difference in terns of recognition of
digits when the pitch is varied from the habitual
pitch?
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2. Is there any difference in terns of three nethods
of speech recognition (Cosh Measure, MPR & LPC i.e.
Eucl i dean Di stance Measure) in terns of recognition

of digits?

It was decided to use digits to start with, to make the
problem sinpler and also as others had used digits for

recognition.

A sanple conprising of five subjects (all nales) with no
history of hearing loss and vocal pathology were taken for

this study.

The experinment was conducted in two phases. In the
first phase the subjects were asked to utter the digits (0 to
9) wusing their habitual pitch at normal | oudness. In the
second phase of the experinent the subjects were asked to
utter the same digits (0 to 9), in three different pitches

i.e., habitual, high and |Iow pitch

The recorded speech sanples were analyzed with the help
of a conmputer (PC-XT). For recognition of digits the
met hods, Cosh Measure, M ninmum Prediction Residual and Linear

Predi ction Coefficients were used.

The presented study has revealed that the percentage pf
correctly recognized digits 1is varied wth respect to

habi tual pitch. The digits utered at low pitch were very
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poorly recogni zed (about 40 %) . Sone what better result was
seen at higher pitch level wth respect to low pitch |evel
But when conpared to habitual pitch the digits were |ess
recogni zed at high pitch

A conparision was al so nade between the three nethods of
speech recognition used in this study (Cosh Measure, MR and
Li near Prediction Coefficient). On conparison, it was found
that there was difference between the three nethods of
recognition.But the nethods Cosh Measure and Linear Predi-
ction Coefficient (Euclidean Distance Measure), yielded
al nost sanme result; where as the Mninum Prediction Residua
nmet hod yi el ded very poor result.

Above all it was found that Cosh Measure is reliable
met hod of speech recognition. Simlar results have been
reported by Gray and Markel (1976).

Based on the above results it may be inferred that the
variation in pitch affects the recognition of digits.

This finding however, 1is restricted to small sanple.
Further studies need to be carried out before generalizing

these results.

Recommendations for future research

1. Simlar experinments can be carried out by with different
speech sanpl es.

2. This study can be done on |arger popul ation.

3. QG her recognition programes may be,used wth simlar
stimuli and conditions.
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