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Speech Rhythm in Indo-Aryan and Dravidian Languages

Introduction

Rhythm, a prosodic feature, refers to an event repeated regularly over a period of

time. Pike (1946) and Abercrombie (1964, 1967) suggested that all spoken languages

exhibit isochronous unit of speech, and those languages are either stress-timed or

syllable-timed. In stress-timed languages, intervals between stresses or rhythm are said to

be near equal, whereas in syllable-timed languages successive syllables are said to be of

near-equal length. A third type of rhythm, mora timing, was proposed by Bloch (1950),

Han (1962), and Ladefoged (1975). Mora- timing was exemplified by Japanese.

Traditionally, morae are -units of syllables consisting of one short vowel and any

preceding onset consonants. In mora timing, successive morae are said to be near equal in

duration. Thus, mora-timed languages are more similar to syllable-timed languages than

to stress-timed languages. These differences come from the perception of rhythm. When

we hear a fast rhythm, typically faster than 330 ms per beat, we hear it as a whole. We

can imitate a machine gun sound, but we can hardly count its beats. On the other hand,

when we hear a slow rhythm, typically slower than 45 ms per beat, we can hear each beat

separately. We can easily control the speed of slow rhythm beat by beat, such as hand

: clapping in music. If a language has a simple syllable structure, the difference between

the simplest and the most complicated syllable is not wide, and it is possible to say that

any syllable is less than 330 ms. Thus, we can use the fast syllable rhythm. If a language

has complex syllables such as ones with consonant clusters, the difference between

syllable can be very wide, such as 'a' (around 150 ms) and strength (around 620 ms) in

English. In this case we have to use a slow stress-timed syllable. In a syllable timed

language, the difference between the successive intervocalic duration is high and that

between successive vocalic duration is low. But in mora-timed language the difference

between the successive intervocalic and vocalic duration is low.
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Rhythm Class Hypothesis (henceforth: RCH) states that each language belongs to

one of the prototypical rhythm classes known as either syllable timed, stress timed or

mora timed. A rhythm class is defined as assigning equal durations to its basic rhythmic

units (i.e. syllables, inter-stress intervals or morae). Although popular among linguists,

the RCH has been contradicted by numerous empirical studies. The idea that there are a

small and finite number of possible classes along the rhythm dimension is attractive, but

has so far not been subject to extensive test. Abercrombie (1967), conducted a study in

which, tape recordings of six languages (French, Telugu and Yoruba as syllable timed

and English, Russian and Arabic as stress timed) were examined to see if it was possible

to assign languages to one of the two categories. Intensity meter traces were made and

only one speaker of each language was studied. About two minutes of picture description

and spontaneous speech was measured for each speaker. The standard deviation

measured for six speakers were 75.5 (French), 86 (English), 66 (Telugu), 77 (Russian),

81 (Yoruba), and 76 (Arabic). This set of figures does not appear to support the claim.

Considerable attention has been given recently to ISOCHRONY in English

speech (i.e. the occurrence of regular stress beats), and it has been shown that the

regularity of stresses is more apparent than real, in that listeners tend to perceive

isochrony even in sequences of interstress intervals that are manifestly far from equal

(Allen, 1975, 1979; Lehiste, 1977; Donovan & Darwin, 1979). Information about the

perceptual reality of stress-timed rhythm has been produced mainly in relation to English,

and there is no comparable information about syllable-timed languages. A few languages,

however, have been investigated with measurements of interstress intervals, including

some reputedly syllable-timed languages. Uldall (1971) recorded the reading sample in

English language and analyzed the acoustic signal. The measured inter-stress intervals

did not show marked regularity. Pike (1946) and Hockett (1958) classified Spanish as

syllable-timed language, whereas a detailed study of Chilean Spanish by Alvarez de Ruf

(1978) showed that for this variety of Spanish at least, the label "syllable-timed" is not

appropriate. Balaramanian (1980) obtained similar results in Tamil language. Tamil could

neither be classified as stress-timed or syllable-timed.
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One of the most familiar distinctions in phonetics is that between STRESS-

TIMED and SYLLABLE-TIMED languages. Many textbooks refer to this, but nowhere

is the distinction as explicitly made as in Abercrombie (1967), who writes: "As far as is

known, every language in the world is spoken with one kind of rhythm or with the other .

. . French, Telugu and Yoruba . . . are syllable-timed languages, . . . English, Russian and

Arabic . . . are stress timed languages'. Most teachers of phonetics are used to being asked

by students how one can tell if a particular language is syllable-timed or stress-timed; it is

easy enough to construct and perform examples, such as a comparison between an

English sentence:

'this is the 'house that 'Jack 'built

and a French one:

c'est absolument ridicule.

However, it is much more difficult to set out clear rules for assigning a language

to one of the two categories. Within the traditional way of teaching phonetics such a

question does not necessarily need to be answered with a statement that can be tested

experimentally. The question might be answered in the same way as others such as "how

can you tell if a vowel is centralized?' by saying that the ability to make such decisions

comes through undergoing a certain amount of training with an expert phonetician.

Isochrones in moral-timing was investigated by Han (1962) Port, Al-Any and

Maeda (1980), and Port, Dolby and O'Dell (1987). Port et al. (1987) argue that these

studies provide some preliminary support for the moral as a constant time unit. But other

researchers have questioned the acoustic basis for moral-timing (Yakima, 1971,

Beckman, 1982, Heurist, 1983). Beckman (1982)'s data, for instance, did not show that

segments vary in length in Japanese in order to compensate for intrinsic durations of

adjacent segments so that morale are equal in length.
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In short, although popular among linguists, the RCH has been contradicted by

numerous empirical studies. Abercrombie's view of speech rhythm as a combination of

chest and stress-pulses has long been disprove (e.g. Linefeed, 1967), destroying the

physiological basis of a strict categorical distinction into stress- and syllable-timed

languages. The predictions for speech timing arising from the RCH have suffered a

similar fate.

Consequently Abercrombie's statement that the phonetician needs 'empathy with

the speaker' to apprehend speech rhythm, and his claim that 'it is necessary to learn to

listen differently in order to be able to analyze speech rhythm, whether of one's mother

tongue or another language, and to describe it in general terms' suggest that the

distinction between stress-timed and syllable-timed languages may rest entirely on

perceptual skills acquired through training. It can be objected to this that there is an

infinite regression involved in saying that one can only decide whether X should be

assigned to Category A or to Category B when one has been trained by someone who

knows how to do this. Is it possible to establish some experimental test, based on

instrumental techniques, which would make it possible to assign a language to one

category or the other?

The empirical basis of the RCH has been investigated extensively, but

experimental support for isochrony in speech is lacking (Beckman, 1992, Laver, 1994).

In stress-timed languages, interstress intervals are far from equal, and interstress-intervals

do not pattern more regularly in stress-timed than in syllable-timed languages (Shen and

Peterson, 1962, Bolinger, 1965, Delattre, 1966, Faure, Hirst and Chafcouloff 1980,

Pointon, 1980, Wenk and Wioland, 1982, Roach 1982, Dauer, 1983, Manrique and

Signorini, 1983, Nakatani, O'Connor and Aston, 1981, Dauer, 1987, Eriksson, 1991). Nor

are syllables or morae of roughly equal length in syllable-timed languages (Pointon,

1980, Wenk and Wioland, 1982, Roach 1982, Dauer, 1983, 1987). Roach (1982), for

instance, compared interstress intervals in languages classified as stress-timed and
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languages taken to be syllable-timed. He investigated two claims made by Abercrombie

(I967) about the difference between stress-timed and syllable-timed rhythm:

(i) There is considerable variation in syllable length in a language spoken with

stress-timed rhythm, whereas in a language spoken with syllable-timed rhythm,

syllables tend to be equal in length, and

(ii) In syllable-timed languages, inter-stress intervals are unevenly spaced.

Roach's (1982) findings did not support either claim. The syllable-timed

languages in his sample exhibited greater variability in syllable durations than the stress-

timed languages. Roach also observed a wider range of percent deviations in inter-stress

intervals in stress-timed than in syllable-timed languages. Roach concluded that

measurements of time intervals in speech could not provide evidence for rh\thm classes.

Roach's view has been supported by Dauer's (1983) study. Dauer compared interstress

intervals in English, Thai, Spanish, Italian and Greek. She found that interstress intervals

were no more regular in English, a stress-timed language, than in Spanish, a syllable-

timed language. Dauer concluded that the search for acoustic phonetic correlates of

stress- and syllable-timing was futile.

Researchers have not provided support from duration measurements for

isochronous timing, on any absolute basis (Laver, 1994). This failure has obliged some

researchers to retreat from 'objective isochrony' to 'subjective isochrony'. These

researchers describe the physical regularity of isochrony as a tendency (Beckman, 1992,

Laver, 1994). True isochrony is assumed to be an underlying constraint, and the surface

realizations of isochronous units are perturbed by phonetic, phonological and

grammatical characteristics of the language. Other researchers have concluded that

isochrony is primarily a perceptual phenomenon (e.g. Lehiste 1977, Couper-Kuhlen

1990, 1993). Proponents of the 'isochrony-as-perception' view argue that the differences

in duration measured between interstress-intervals or syllable durations are well below
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the threshold of perception. Consequently, isochrony may be accepted as a concept that

relates to speech perception.

The weak empirical evidence for isochrony leads Dauer (1983, 1987) to propose

a new system for rhythmic classification. In Dauer's view, speakers do not attempt to

equalize interstress or intersyllable intervals. Instead, all languages are more or less

stress-based. Dauer suggests that prominent syllables recur at regular intervals in English,

a stress-timed language, but also in Spanish, a syllable-timed language. But in English,

prominent syllables are perceptually more salient than in Spanish. Consequently,

rhythmic diversity results from the combinations of phonological, phonetic, lexical and

syntactic facts associated with different languages. Syllable-structure, the presence or

absence of vowel reduction, and word stress are especially relevant to rh\thmic

differences. In stress-timed languages, syllable structures are more varied than in

syllable-timed languages. In syllable-timed languages, vowel reduction is rarely found.

Dasher and Bolinger (1982) suggested that the rhythm of a language is the result

of specific phonological phenomena such as variety of syllable types, the presence or

absence of phonological vowel length distinctions, and vowel reduction. Dasher and

Bolinger argued that rhythm type is not a phonological primitive but results from the

phonological structure of a given language.

The search for empirical evidence may indeed have focused too much on the

notion of isochrony, i.e., that stress-timed languages should have inter-stress intervals of

a roughly constant duration, whereas syllable-timed ones should have syllables of

constant duration. However, another approach, based on the variability of the duration of

vowels, was more successful. It relies on the idea that stress-timed languages allow vowel

reduction, in contrast with syllable-timed languages. Therefore, vowel duration should be

more variable in stress-timed languages. This approach first provided evidence for

rhythmic differences between British and Singapore English.
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Ramus, Nespor and Mehler (1999) measured vowel durations and the duration of

intervals between vowels in a set of tightly controlled sentences from eight languages (5

sentences each produced by four speakers = 160 sentences). Ramus and colleagues

argued that a viable account of speech rhythm should not rely on complex and language-

dependent phonological concepts but on purely phonetic characteristics of the speech

signal. These authors segmented speech into vocalic and consonantal intervals. Ramus et

al. computed three acoustic correlates of rhythm from the measurements: (a)%V, the

proportion of time devoted to vocalic intervals in the sentence, disregarding word

boundaries; (b) AV: the standard deviation of vocalic intervals; (c) AC: the standard

deviation of consonantal intervals, the sections between vowel offset and vowel onset.

On the basis of their findings, they reported that a combination of %V and AC

provided the best acoustic correlate of rhythm classes. In English, which has full and

reduced vowels, %V was smaller than in French, which does not have vowel reduction.

On the other hand, AC was larger in English and reflected the more complex syllable

options available in that language. Figure 1 recalls the main results. The results found that

along two dimensions (%V: percentage of duration taken up by vocalic intervals: AC:

standard deviation of the duration of consonantal intervals within a sentence), languages

are not scattered randomly, but are clustered in groups that strongly resemble rhythm

classes: English, Dutch and Polish as stress-timed languages, French, Spanish, Italian and

Catalan as syllable-timed languages, and Japanese as a mora-timed language. Figure 2

shows the placement of languages.
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Figure 1: Illustration of stressed and syllable timed languages (Ramus et. al., 1999).
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Figure 2: Standard deviation of consonantal intervals vs. proportion of
vocalic intervals (EN- English, DU- Dutch, PO- Polish. FR- French. SP-
Spanish, IT- Italian, CA- Catalan, JA- Japanese).

The results indicate that the measures taken reflect rhythmic differences, but not

classes. It is indeed entirely possible that when more languages are added, the clusters

will be drowned in a uniform rhythmic continuum or space.

The Pairwise Variability Index (PVI) is a quantitative measure of acoustic

correlates of speech rhythm, which calculates the pattering of successive vocalic and

intervocalic (or consonantal) intervals showing how one linguistic unit differs from its

neighbour (Low, 1998). Grabe & Low (2000) developed "normalized Pairwise

Variability Index" (nPVI) for rhythmic analysis of vocalic durations. The raw Pairwise

Variability Index" (rPVI) is used for rhythmic analysis of intervocalic durations. The

nPVI was devised as a new empirical tool of analyzing speech rhythm in the field of

phonetics. In an independent study, Ramus (2002) examined the duration and variability
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of vocalic and intervocalic intervals in eight languages. The rationale behind the

consideration of inter-vocalic intervals is that stress-timed languages also tend to allow

more complex syllables, and therefore longer and more variable sequences of consonants

than syllable-timed languages.

Duration of vowels, and the duration of intervals between vowels (excluding

pauses) are measured. Then a Pairwise Variability Index is computed for each type of

measurement. The index expresses the level of variability in successive measurements.

The raw Pairwise Variability Index (rPVI) is given in equation (1).

where, m is number of intervals, vocalic or intervocalic, in the text and d is the duration

of the kth interval. Notice that rPVI is not normalized for speech rate.

Low et al. used a normalized version of the Pairwise Variability Index in their

measurements on vowel durations. The equation for this version, the normalized Pairwise

Variability Index (nPVI), is as follows: -

where, m is number of items in an utterance and d is the duration of the kth item.

Equation (2) shows that the nPVI is compiled by calculating the difference in

duration between each pair of successive measurements, taking the absolute value of the

difference and dividing it by the mean duration of the pair. Equation (1) for the rPVI

differs only in omitting the third step. The differences are then summed and divided by
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the number of differences. The output is multiplied by 100, because the normalization

produces fractional values.

This approach has successfully shown an empirical difference between so-called

stress-timed languages and syllable-timed languages, with less contrastiveness of

successive vocalic durations for syllable-timed languages. Similarly, several studies

(Warner & Aria, 2000; Ramus, 2002) revealed distinct rhythmic features of Japanese,

which belongs to mora-timed languages. Table 1 summarizes the basic characteristics of

each language class regarding relative values of vocalic nPVI and intervocalic rPVI.

Language class Languages Intervocalic Vocalic
rPVI nPVI

Stress-timed English, Germany High High

Syllable-timed French, Spanish High Low

Mora-timed Japanese Low Low

Table 1: Summary of basic characteristics of each language class regarding
relative values of vocalic nPVI and intervocalic rPVI.

Low, Nolan, and Grabe (2000) compared the nPVI with the standard deviation

measures AV and AC. The authors concluded that a Pairwise Variability Index may be a

better indicator of rhythmicity than AV or AC. In less tightly controlled data, Low and

colleagues argued, that the standard deviation would reflect spurious variability

introduced by changes in speaking rate within and across sentences and between-speaker

differences in speaking rate. Consider a language where three successive long vowels

follow three successive short vowels and another where long and short vowels alternate.

Both would give the same standard deviation, although the pattern of vowel durations

differs radically between the two.
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The standard deviations measured by Ramus et al. (1999) showed that

rhythmically mixed languages such as Catalan and Polish exhibit complementary levels

of vocalic and intervocalic variability. In Polish, the standard deviation of vocalic

intervals was relatively low, making Polish similar to the syllable-timed languages in the

sample. But the standard deviation of intervocalic intervals was comparatively high. The

reverse applied to Catalan. Low and colleagues suggested that a combination of their

vocalic nPVI with a measure of intervocalic interval variability would provide a better

indicator of rhythmic class than the vocalic nPVI alone. This combination would capture

the rhythmic characteristics of stress-timed, syllable-timed and mixed languages. Low

and colleagues predicted that English (stress-timed) should exhibit relatively high

variability index values for vocalic and intervocalic intervals. Some English syllables are

relatively complex and they find consonant clusters in the onset and in the coda. Others

have a very simple structure. Consequently, intervocalic variability is likely to be high.

Spanish (syllable-timed) should have low values in both types of interval.

Successive vowels are similar in length, and a large proportion of syllables have a simple

CV structure (Dauer, 1983). Polish (mixed) would be low on the vocalic axis and high on

the intervocalic axis. Catalan (mixed) would be high on the intervocalic axis, and low on

the vocalic axis.

Grabe and Low (2002) calculated durational variability in successive acoustic-

phonetic intervals using Pairwise Variability Indices. They compared measurements from

languages traditionally classified as stress, syllable- or mora-timed with measurements

from hitherto unclassified languages. They measured nPVI and rPVI on comparable

passages of speech from eighteen languages. The values obtained agree with the

classification of English, Dutch and German as stress-timed and French and Spanish as

syllable-timed: durational variability is greater in stress-timed languages than in syllable-

timed languages. Values from Japanese, a mora-timed language, are similar to those from

syllable-timed languages. But previously unclassified languages do not fit into any of the
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three classes. Instead, their values overlap with the margins of the stress-timed and the

syllable-timed group. Table 2 shows the summary of results.

Table 2: Traditional rhythmic classifications of languages investigated.

The PVI profiles provide acoustic evidence for rhythmic differences across

languages. English, Dutch and German have been described as stress-timed and exhibit

high vocalic nPVl values. French and Spanish have been described as syllable-timed and

exhibit low vocalic nPVI values. This finding supports the rhythmic classification

suggested by Pike (1946) and Abercrombie (1967), even if the evidence does not come

from isochronous interstress-intervals or syllable-durations. The vocalic nPVI value for

Polish is similar to that for syllable-timed French. But on the intervocalic axis, the two

languages are some considerable distance apart. In fact, the intervocalic rPVI value for

Polish is the highest in their set. Figure 3 shows PVI properties for data on 18 languages.

18

Language Classification

British English Stress-timed (Classe. 1939, Pike. 1946. Abercrombic. 1967)

German Stress-timed (Kohler, 1982)

Dutch Stress-timed (Ladefogcd, 1975, Smith, 1976)

Thai Stress-timed (Luangthongkum, 1977)

Tamil Syllable-timed (Corder, 1973, Asher, 1985)

Spanish Syllable-timed (Pike, 1946, Hockett, 1958)

French Syllable-timed (Abercrombie, 1967, Catford, 1977)

Singapore English Syllable-timed (Tongue, 1979, Platt and Weber, 1980)

Japanese Mora-timed (Bloch, 1950, Han, 1962)

Polish Mixed (Dauer, 1987, Nespor, 1990)

Catalan Mixed (Dauer, 1983, Nespor, 1990)

Estonian Unclassified

Luxembourg Unclassified

Greek Unclassified

Malay Unclassified

Mandarin Unclassified

Rumanian Unclassified

Welsh Unclassified



Prototypical0 = stress-timed, • = syllable-timed, = morn-timed,

Q = mixed or unclassified

Figure 3: PVI profiles for data from eighteen languages.

Languages like Spanish and Catalan are separated on the vocalic nPVI axis. But

the vocalic nPVI from Catalan, which has vowel reduction, is similar to that obtained

from French, which does not. This finding illustrates a point made by Low et al. (2000)

who compared spectral patterns of reduced vowels in Singapore English and British

English. Significant differences appeared in the way vowels are reduced in these varieties

of English. From a phonological point of view, Singapore English has vowel reduction,

but reduced vowels are less centralized in the F1/F2 space than reduced vowels in British

English. Reduced vowels in Singapore English are also longer than their counterparts in

British English. These findings suggest that this may account for the vocalic nPVI data

from French, Spanish, and Catalan on the basis of differences in vowel quality and vowel

reduction.
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Thai language patterns with the stress-timed group (Dutch, German, British

English). Thai was classified as stress-timed by Luangthongkum (1977). These findings

support his view. Singapore English, marked SE in Figure 3 was classified as syllable-

timed by Tongue (1979), Platt and Weber (1980), Yeow (1987). Where as in present

study Singapore English exhibits slightly less vocalic variability than British English.

However, Singapore English is not at all close to the traditional syllable-timed languages

French or Spanish.

Luxembourg and Mandarin pattern with the syllable-timed group. Mandarin data

provide the lowest vocalic nPVI of all languages investigated in the present study.

Overlapping with the edges of the stress-timed and the syllable-timed group, they found

the unclassified languages Welsh, Greek, Malay, Tamil and Rumanian. Estonian exhibits

the lowest intervocalic rPVI value. Apparently, with respect to intervocalic variability.

Estonian is the opposite of Polish. Finally, the findings for Tamil go against Corder's

(1973) and Asher's (1985) classification of Tamil as syllable-timed. They found Tamil as

stress timed as it has high vocalic nPVI and high intervocalic rPVI values for Tamil.

Grabe and Low (2002) also computed %V, AV and AC on their corpus, but they

did not find good clusters. They not only found a continuum of languages, but also an

ordering of languages inconsistent with that of earlier studies. For example, on the %V

scale, they found Catalan at the lower end close to British English, Japanese very close to

Dutch, and French and Spanish with a far higher %V than Japanese. Henceforth they also

concluded that %V, AV and AC are not reliable measures of rhythm, because they may

reflect spurious rate and speaker variability.

These data indicate rhythm in various European languages. However, no Indo-

Aryan or Dravidian languages (except Tamil) are investigated. In this context, the present

study investigated rhythm in two etymologically unrelated languages - Indo-Aryan

(Hindi) and Dravidian (Kannada). The study concerns the relationship between speech

timing and rhythmic classifications of languages. The following were the research
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questions asked: (a) are Kannada and Hindi rhythmically different? And (b) does the

rhythm in reading and spontaneous speech differ in these two languages?

Method

Material: A 1000-word passage was prepared in Kannada and Hindi. All phonemes were

incorporated with their respective frequency of occurrence (Jayaram, 1985; Ramakrishna,

Nair, Chiplunkar, Atal, Ramachandran, & ramanian, 1962). Subject's spontaneous speech

was also used.

Subjects: Twenty normal adult speakers (10 male and 10 females) of each language

(Kannada and Hindi) in the age range of 18 to 25 years participated in the study. All the

subjects had completed 1 Oth standard.

Procedure: subjects were instructed to read the passage at their own pace at comfortable

pitch and loudness. Subject's reading sample and spontaneous speech on a topic was

audio-recorded using MZ-R30 digital Sony recorder and stored onto computer.

Waveform display obtained from Cool Edit pro software was used to measure vocalic (V)

and intervocalic (IV) interval. The vocalic measure (nPVI) refers to the duration of

vowel, which was measured as the time duration from the onset of voicing to the offset of

voicing for the vowels. Intervocalic measure (rPVI) refers to the duration between two

vocalic segments. It was measured as the time duration between the offset of the first

vocalic segments to the onset of second vocalic segment. A program in C language was

developed (Vasanthakshlmi, 2005) to compute nPVI and rPVI. The following formula

was used in developing the software:
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where, m is the number of intervals and dk is the duration of the kth interval.

where, m is the number of intervals and dk is the duration of the kth interval.

The duration difference between the first and second, the second and third

vocalic segment and so on was averaged to get nPVI. The same procedure was used to

obtain averaged intervocalic durations. Pauses between intonation phrases, as well as

hesitations were excluded from the analysis.

Statistical analysis: The mean rPVI and mean nPVI values were calculated in Kannada

and Hindi languages for both reading and spontaneous speech task. Two way repeated

measure ANOVA with gender as independent factor was used to study the interaction

effect (gender * language).
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Results

Reading task

Two way repeated measures ANOVA indicated a significant difference between PVIs, [F

(1, 18) - 54.56, p<0.001]. There was a significant difference between language groups on

rPVI (intervocalic) value [t (38) - 6.86 at p<0.001 levels]. But there was no significant

difference between language groups on nPVI (vocalic) values [t (38) - 0.398, p = 0.05].

Within language group there was no statistically significant difference between gender

for rPVI [t (18) - 1.27, p= 0.05] and nPVI [t (15) - 1.44, p = 0.05]. The rPVI values in

Kannada reading sample ranged between 35.90 and 52.10 with a mean of 46.18 and nPVI

values ranged between 41.80 ms and 54.36 ms, with a mean of 46.95 ms. Table 3 shows

the rPVI and nPVI values of twenty subjects in Kannada. The results indicated a low

nPVI and rPVI.
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Table 3: Mean rPVI and nPVI values and 95% confidence intervals of mean in
Kannada reading sample.

The rPVI values in Hindi reading sample ranged between 51.24 and 90.3, with a

mean of 65.39 and nPVI values ranged between 44.04 ms and 49.96 ms with a mean of

46.64 ms. Table 4 shows the rPVI and nPVI values of twenty subjects in Hindi. Figure 4

depicts mean rPVI and nPVI values in Hindi and Kannada languages.
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Subject
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20

Gender
F
F
F
F
F
F
F
F
F
F
M
M
M
M
M
M
M
M
M
M

Mean
95% CI LB

UB

rPVl
41.30
35.90
45.90
48.40
47.70
46.87
45.12
44.34
50.83
45.61
46.30
44.72
45.52
52.10
44.50
48.68
47.50
50.38
47.60
44.41
46.184
44.538
47.829

nPVI
44.66
41.80
47.20
45.30
48.39
44.82
46.82
45.34
49.17
46.92
44.26
44.48
46.58
54.36
44.80
50.30
48.60
51.83
46.80
46.58
46.950
45.594
48.307



Table 4: Mean rPVI and nPVi values and 95% confidence intervals of mean in Hindi
reading sample.
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Subject
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20

Gender
F
F
F
F
F
F
F
F
F
F
M
M
M
M
M
M
M
M
M
M

Mean
9 5 % CI LB

UB

rPVI
6658
6444
53.92
56.91
59.15
83.78
51.24
63.61
53.48
6148
55.61
54.29
60.72
75.1
85.87
90.32
55.62
6540
8176
6153
65.390
59.766
71.014

nPVI
4528
47.13
47.71
47.06
4442
4778
47.16
4754
4444
44.64
44.69
44.83
45.42
4753
4946
4949
4846
46.16
48.73
44.31
46.647
45.806
47.487



Figure 4: Mean rPVI and nPVI values in Hindi and Kannada reading sample.

Spontaneous speech

Two way repeated measures ANOVA indicated a significant difference between

PVIs [F (1, 18) - 54.56, p<0.001]. There was a no significant difference between

language groups on rPVI (intervocalic) value [t (38) - 1.741 at p=0.05 levels]. Whereas

there was significant difference between language groups on nPVI (vocalic) values [t (38)

- 3.584, p < 0.05]. Within language group there was no statistically significant difference

between gender for rPVI [t (18) - 0.388, p= 0.05] and nPVI [t (18) - 0.72, p = 0.05].

The rPVI values in Kannada spontaneous speech ranged between 49.69 and

59.41 with a mean of 53.47 and nPVI values ranged between 39.58 ms and 57.39 ms,

with a mean of 47.27 ms. Table 5 shows the rPVI and nPVI values of twenty subjects in

Kannada. The results indicated a low nPVI and rPVI in Kannada.
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Table 5: rPVI and nPVI values and 95% confidence intervals of mean in Kannada
spontaneous sample.

The rPVI values in Hindi spontaneous speech sample ranged between 49.33 and

59.87, with a mean of 55.31 and nPVI values ranged between 39.26 ms and 47.76 ms

with a mean of 43.19 ms. Table 6 shows the rPVI and nPVI values of twenty subjects in

Hindi. Results indicated Hindi to be a syllable-timed language. Figure 5 depicts rPVI and

nPVI values in Hindi.
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Subject
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20

Gender
F
F
F
F
F
F
F
F
F
F
M
M
M
M
M
M
M
M
M
M

Mean
9 5 % CI LB

UB

rPVI
51.66
54.07
51.75
50.98
50.34
56.35
51.61
50.38
49.69
51.24
54.16
5724
55.57
56 89
53.46
49.71
54.65
57.54
5289
5941
53.479
52.114
54.844

nPVI
46.38
54.76
43.32
47.31
48.82
4521
42.21
42.75
42.32
47.36
53.10
57.39
52.06
49.81
4332
39.58
47.81
47.67
47.36
4742
47.278
45.155
49.400



Table 6: rPVI and nPVI values and 95% confidence intervals of mean in Hindi
spontaneous speech sample.

No interaction effect of language * gender was observed. Also, paired t-test

showed significant difference between reading and spontaneous speech on rPVI in both

languages [Kannada - t (19) = 7.097 at P < 0.001, Hindi - t (19) = 3.409 at P O.003].

rPVI in spontaneous speech was higher than that in reading in Kannada and the trend was

reverse in Hindi.
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Subject
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20

Gender
F
F
F
F
F
F
F
F
F
F
M
M
M
M
M
M
M
M
M
M

Mean
95% CI LB

UB

rPVI
59.87
59.02
57.18
55.64
56.70
4933
47.67
59.65
59.38
51.94
59.33
57.16
54.77
58.39
57.48
51.37
51.32
53.75
5310
5116
55.310
53.584
57.10

nPVI
44.08
4424
39.46
41.82
42.36
42.53
41.02
42.37
46.66
47.76
41.39
4328
4121
3926
45.09
4112
4123
47.62
4167
4166
43.191
42.03
44283



Figure 5: Mean rPVI and nPVI values in Hindi and Kannada spontaneous speech sample.
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Discussion

The results indicated several points of interest. Firstly, the results indicated thai

Kannada is a mora-timed language. In Kannada, each consonant or consonant cluster is

followed by a vowel, and no word ends in a consonant. The value of rPVI and nPVI in

Kannada are similar to that in Japanese language, which is been considered as

prototypical mora-timed language.

Second, the results indicated Hindi to be a syllable-timed language. The results

indicate that the variability index of Hindi language is very similar to Spanish and French

languages, which are considered as syllable-timed languages. The difference between

Kannada and Hindi lies in intervocalic intervals i.e., intervocalic intervals (rPVI) are

longer in Hindi compared to Kannada. Figure 6 shows the nPVI and rPVI of both

languages. Vocalic nPVI values are plotted on the horizontal axis against intervocalic

rPVI values on the vertical axis.

Figure 6: Mean rPVI and nPVI values in Kannada and Hindi languages.
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Ramus (2002) reported that stress-timed language has complex combination of

consonants such as CCCVCCC, and then the complexity decreases in syllable timed

language and further decreases in mora timed language. The Syllable timed language

has combination of consonants such as CCVCC. And mora timed has CVCV

combination. Results of the study are in consonance with this statement. Kannada

language has combination like CVCV and Hindi language follows combination such as

CCVCC. Also, word- final or other consonants perceptually does not remain silent as in

English language which is been considered as stress-timed language. Dauer (1982) also

reported that, in syllable-timed language, vowel reduction is rarely found.

Third, other aspects of the study include the index to calculate the intervocalic

and vocalic variability called the Pairwise variability Index (PVI). The first is why, when

"syllable -timing' is at issue, the Pairwise variability of components of the syllable

(vowel and consonant) have been favored and not the syllable itself. Low (1998)

attributes her choice of the vocalic PVI to Taylore (1981), who claims that vowel

duration is the key to syllable timing. And our results show that PVI approach has

successfully shown an empirical difference between the so-called syllable-timed

language and mora-timed language. And PVIs undoubtedly are good indicators of what

rhythm really is. The two aspects of PVIs include the raw Pairwise variability index

(rPVI) and the normalized Pairwise variability index (nPVI).

95% confidence interval of mean of rPVI in reading and monologue was higher

in Hindi compared to Kannada. The possible explanation for this discrepancy could be

that raw Pairwise variability in not normalized with respect to rate of speed across

subjects, where as nPVI is normalized with respect to rate of speed.

Normalization involves expressing each difference as a proportion of the average

of two units involved (e.g. their average duration). The original point of this was to

neutralize the effect of utterance level rate variation, particularly between speaker

differences in rate and phrase final lengthening. These results confirm that normalization
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is desirable for vocalic intervals. The results for intervocalic intervals suggested that we

might also need to normalize for intervocalic interval duration. However, this is not a

necessary conclusion. The result thus indicates that intervocalic rPVI separates languages

into a syllable-timed and a mora- timed group, but the vocalic nPVI does not.

Comparison of rPVI values across two tasks (reading and monologue), showed

similar results in both the tasks in Kannada. Whereas in Hindi, rPVI values in monologue

showed lower value compared to reading. This may be due to two reasons as follows: (a)

it is possible that in monologue all the phonemes might not have occurred according to

their frequency of occurrence and (b) in reading task the material is more predictable so

the subject is well prepared. This may have an influence on the overall rate of speech in

reading compared to monologue. Also, consonants may be clustered in monologue in

Kannada. For example [marada me:le] in reading will become [maradme:le] in

monologue thus resulting in increase in rPVI values. But, in Hindi there might be

consonant deletion which might have contributed to reduced rPVI. Also, the nature of

monologue itself affects rPVI.

Conclusions

Rhythm has been defined as an effect involving the isochronous recurrence of

some type of speech unit. Basically languages have been organized under three types of

rhythm i.e. stress-timed, syllable-timed and mora-timed. In stress-timed languages,

intervals between stresses are said to be equal in length. Where as in syllable-timed

languages, successive syllables are said to be of near-equal length. And the third type of

rhythm is mora-timed, in that successive morae are said to be near equal in duration.

Thus the mora-timed language is more similar to syllable-timed language. The present

study investigated the rhythm in two etymologically unrelated languages - Kannada and

Hindi. We have provided acoustic evidence for rhythmic diversity between languages

from duration measurements. Unlike other researchers in the field of speech timing, we
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did not measure inter-stress intervals or syllable durations, which are phonological units.

Instead, we measured the vocalic and intervocalic intervals. The vocalic (v) measure

refers to the durations of vowels and intervocalic measure refers to the duration

consonants and then computed in an acoustic variability index, which expresses the level

of variability in vocalic and intervocalic intervals. The results were compared with

Grabe's (2002) chart. From the chart we can infer that Hindi has high intervocalic

variation and low vocalic variation and Kannada has low intervocalic as well as vocalic

variation.

The results show that Kannada is Mora-timed language and Hindi is syllable-

timed language. So the rhythm of the language can be taught on this basis. For example

syllable-timed approach will be appropriate for Hindi and mora-timed for Kannada

language. Further, the results indicate differences in reading and monologue on

intervocalic differences. The results also indicate that rPVI is a better measure of rhythm

than nPVI. No differences between genders were observed.

The results have positive implications for a speech pathologist. Rhythm can be

taught to patients with aprosodia provided one knows the type of rhythm in a language.

For example, a visual feedback of equal syllable timing can be taught to a patient

speaking Hindi and equal phoneme timing can be taught to a patient speaking Kannada.

Also, prolongation therapy may suite speakers of both languages, as they are mora /

syllable-timed languages.
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