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Abstract

Background: The processes involved in language production landguage
comprehension are greatly dependent on the meathagshe words correspond to.
These words are assumed to be stored along withnig&aning representation in the
mental lexicon. Study of words for their semantattires, which are chunks of
information about each word, has been the focugsdarch as they provide valuable
insights about its organization and meaning reptesen. Hence semantic features
have been collected in various languages such gssBnDutch, German, Italian etc.
In Indian languages, the semantic features haven Istedied for developing
assessment tools and therapy techniques for réh#bih of persons with
communication disorders. However there is no resestudy that directly focuses on
semantic features itself and its contribution twidal semantic representation in the
mental lexicon. Hence the present research wagrtkio study semantic features of
Kannada nouns and verbs in order to describe s@maapresentation and

organization of the mental lexicon.

Method & Materials: The study involved collecting semantic features for
Kannada nouns and verbs. 200 nouns belonging tgderantic categories and 100
verbs belonging to seven semantic categories fortmedstimuli. Written semantic
features were obtained for these words from 30vedtannada speaking adults. In
order to study lexical semantic representation demantic features generated for
these words were analyzed for distribution of fedtproperties namely number of
features, featural weight, feature types, distugctieatures, shared features and

feature correlation for the domain of noun and \artl their semantic categories.

Results & DiscussionThe distribution of semantic feature propertiesiadr
significantly across the domains of nouns and vellv&h respect to semantic
categories of nouns and verbs, differences in ik&iltltion of semantic feature
properties were more prominently observed for ncategories than verb categories.
The results thus reveal that there is substantifference in the semantic
representation of words belonging to domains ofnisoand verbs. The differences
noted in the semantic feature properties acrosh eategory of nouns and verbs

further indicate the difference in the organizatarwords into categories in the two



domains. With the goal of understanding organizatind categorization of words in
the mental lexicon of Kannada a framework for a etodas proposed based on the
semantic similarity among words based on theirui@tproperties. The model was
able to group together words into categories thasety resembled the semantic
categories intuitively assigned in the presentystiitie semantic similarity measures
obtained for words in the present study were coetgbaio their translational

equivalents in English in order to study the infloe of language on semantic
representation and organization of mental lexiddre results revealed a statistically
significant difference between the two languagespide the words being translational
equivalents representing same concepts emphadizenqhfluence of linguistic and

cultural differences.
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Chapter 1: Introduction

Language is the most effective medium for commuimoaas it can be
effortlessly employed to understand and expresside wange of thoughts and
feelings. It is used to disseminate informatioreéxh other, to describe what we see
around us, to reflect on our thoughts about ouesglabout each other and to share
them with others. Using language for communicatioolves complex and intricate
mental processes and an immense amount of knowkdutgé the meanings of words
that carry the core information to be passed omhHanguage user has a personal
vocabulary store or theental lexiconfrom which they select the words for use and
to which they refer the words they encounter in dtterances of others. The term
mental lexicon refers to a language user’'s memtabgnitive representation of words
that allows inferring the referents of a word, #enantic categories to which a word
belongs and/or the similarities in word meaningisTimformation stacked in the
mental lexicon is an integral component of knowkeddpout the world present in the
brain alternately referred to asncepts Language is also instrumental in developing
these concepts as it is relied upon to obtain nisigbout the world around us.

The mental lexicon, which is a part of conceptuabwledge, is assumed to
consist of a large set of lexical entries for eaabrd. Lexical entries refer to the
information stored about a word that is essentmlrdcognize, understand and
differentiate that word from similar words. Thigarmation about the meaning of the
words can be described in terms of semantic femtuBemantic features are
individual components of meaning which, when adtmgkther gives the complete
meaning of the word. For example the word apple mamescribed using semantic
features such as <fruit>, <red>, <juicy>, <sweetgrows on trees> etc. These
features provide insight into the representatiorthef respective word, the concept
corresponding to the word and categorization otepts. Hence a variety of theories
and models proposed to understand the semantiesempatioh and semantic
organizatiof of language in the brain (e.g. Shallice, 1993kdadoff, 1990; Smith &

! Semantic representation in the present studyeised as studying the mapping of words in the
mental lexicon to their respective concepts

2 Semantic organization,in the present study is e@as studying how words in the mental lexicon are
grouped together into respective categories( eéggoay of animals)
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Medin, 1981; Rosch & Mervis, 1975; Norman & Rumethd975; Minsky, 1975;
Smith, Shoben, & Rips, 1974; Collins & Quillian,8% have considered the semantic
representation in terms of semantic features. Tdmaastic features are typically
generated for a given set of concepts by askingptréicipants to list semantic
features that they think are salient in describiegpective concepts (E.g.: <animal>,
<has four legs>, <barks> etc., for the target wdah’). Even though the feature
generation task uses words as stimuli, the semé&eaitires nonetheless provide a
window into conceptual representation as the word eonceptual knowledge are
closely related. The stimuli that are used for gatien of semantic feature can be
nouns representing concrete concepts, abstracteptsndo some extent, verbs
representing actions and also adjectives. Factaris as familiarity and imageability
of concepts and also frequency of occurrences edetltoncepts in a language play

crucial role in generation of semantic feature.

Acknowledging the relevance of semantic featuresifmlerstanding semantic
representation in the mental lexicon and in forrmogatheories and models, it is true
that collecting semantic feature production normas @rovide a strong basis for
research in Linguistics and Language sciences. i@emsg the importance of
semantic features, extensive normative databases I@en collected for English
language (Garrard, Lambon Ralph, Hodges, & Patter&901) for 64 nouns;
Randall, Moss, Rodd, Greer& Tyler (2004) for 192ing; McRae, Cree, Seidenberg
& McNorgan (2005) for 725 nouns; Vinson & Vigliocg@008) for 240 nouns and
216 verbs; Buchanan, Holmes, Teasley & Hutchisat§?@or 1,808 nouns, verbs,
adjectives and other parts of speech; DevereuxrT@eertzen & Randall (2013) for
866 nouns). Semantic features have also been tmléc Dutch (Ruts, De Deyne,
Ameel, Vanpaemel, Verbeemen & Storms (2004) for 38&ins; De Deyne,
Verheyen, Ameel, Vanpaemel, Dry, Voorspoels & S®R008) for 425 nouns) and
in Italian languages (Kremer & Baroni (2011) for ®@uns; Montefinese, Ambrosini,
Fairfield & Mammarella (2012) for 120 nouns) andgalfrom congenitally blind
Italian participants (Lenci, Baroni, Cazzolli & Mata (2013) for 50 nouns and 20

verbs)

In Indian languages, norms have been establisledlirhited aspects of
semantic components, restricted to the purpose hef garticular study under

consideration. Such norms have been establish&@nnada (Karanth, 1984), Hindi

2



(Sharma, 1995), Malayalam (Asha, 1997), Telugu &Su, 1997) for Linguistic

Profile Test developed to assess language comsigimeand expression. Ranganatha
(1982) has established norms for relative frequesfgghonemes and morphemes in
Kannada. However, lexical semantic representatiomdult speakers of Kannada,

with particular reference to the semantic feati@Esnot been studied till date.

The collected semantic features are studied fgulagities and patterns in the
distribution of features as they contribute to aagrextent to the understanding of
semantic representation in the mental lexicon. film@ber of features generated by
the participants for each target word is the masiddistributional analysis that is
carried out. Featural weight is another variabbg th found to be very useful which
signifies the importance of each feature for a wleaded on participant’s discretion.
The features generated are also classified intowsitypes based on the information
they carry such as visual, tactile or functionalpgarty of the word and are analyzed.
The semantic features are then analyzed for digioib of each of these feature types
as it is highly informative in explaining neuralpresentation of concepts. The
semantic features are also studied for featuratetadion, which estimates the
occurrence of one feature with respect to othehng distinctive features which help
to distinguish between similar words and sharedufea that are relevant for many
words are also studied. These featural propertiey nary depending on the
categories of target words, concreteness or alsése of the words and frequency of

occurrence of the word in a language.

The featural properties shed light on importanteasp of nature of semantic
representation in the mental lexicon as these sstatl regularities form the
organizational principles of various proposed sdmatheories and models of
meaning representation. The semantic featureslswauaed to carry out accurate and
guantitative testing of the claims about the strreebf mental lexicon as proposed by
these theories and models. Hence many theoriesnodrgtic representation such as
prototype theory (Rosch & Mervis, 1975) and exempieeories (Smith & Medin,
1981) are based on semantic features. Semantiardsatalso form the basic
ingredients of different kinds of models namely rarehical network model of
semantic memory and language processing (Collindoftus, 1975), Semantic
Feature Comparison model (Smith, Shoben & Rips,4)9Featural and Unitary
Semantic Space (FUSS) model (Vigliocco, Vinson, ise&Garrett, 2004),vector

3



models of memory (Hintzman, 1986; Murdock, 1982)pdeils of semantic
computation(McRae, de Sa, & Seidenberg, 1997; McRese, Westmacott, & de Sa,
1999), object recognition (Plaut, 2002), word reutgn (Harm & Seidenberg,
2004), and semantic memory (Hinton & Shallice, 139 aut & Shallice, 1993).

The semantic features are also part of several r#@maodels which aims to
demonstrate how particular patterns of semanticiteis seen as a consequence of
loss of different features caused by brain dam&geap &McClelland, 1991; McRae
et al.,, 1997; Devlin, Gonnerman, Andersen, & Sdigeg, 1998). This involves
training artificial neural networks with input datzbtained from the distribution
analysis of feature properties that are prediatdaktcrucial. For instance, a model for
words representing living and nonliving conceptsnstaucted by Farah and
McClelland (1991) is based on the evidence from ghmantic features that the
visual-perceptual features are predominant fongvthings whereas the functional
features for nonliving things. In order to demoatdrthe behavioural trends seen in
patients with semantic deficits, the model wasdglely lesioned by impairing either
visual-perceptual or functional features. Modelgehbeen proposed based on featural
correlation and distinctive features of living thghand nonliving things to elucidate
the progression of semantic deficits caused by dimkr's dementia (Devlin,
Gonnerman, Andersen &Seidenberg, 1998).Thus thernmjrpose of collecting
semantic features is to construct empirically dmticonceptual representations that
can be used to test theories of semantic reprdéssntand computation (McRae,
Cree, Seidenberg & McNorgan, 2005).Semantic featalso form the basis of many
treatment strategies designed to treat comprehemigbcits and anomia in persons
with aphasia such as Semantic Feature Analysis YSfoyle & Coelho,
1995).Semantic feature based therapy techniquesalace been evidenced to be
effective in Bilingual persons with aphasia (KiranRoberts(2010)for Spanish-
English bilinguals and French-English bilingualsarl@amani & Prema, (personal

communication) for Kannada-English bilinguals).

Studies involving semantic concepts and repretienthave been extensively
researched in languages such as English, Dutclitarah to name a few but there is
a sparsity of research in Indian languages in tteasacomprising of meaning

representation, organization of words, models ohas#ics particularly in Kannada



which differs in linguistic properties compared Eaglish. Hence the present study

was conceptualized to understand the structureeottathlexicon in Kannada.

The present research was designed to study legeahantic representation
and organization for a set of nouns and verbs inndda, by collecting semantic
features generated for nouns and verbs from adtiNenspeakers of Kannada. The
semantic features obtained were subjected to amatysrder to assess the nature of
distribution of different semantic featural propest Specifically the analysis focused
on evaluating the differences and similarities nfyain the distribution of featural
properties across the domains of nouns and verbghd¥, the responses were
analyzed for distribution of featural propertiesass different semantic categories to
which the target words may belong. The study atten®ts to develop a framework
for a model of mental lexicon in Kannada basedhmsemantic featural properties
obtained from the present study. Analysis will alse conducted in order to
investigate differences and similarities if anythe distribution of featural properties
between Kannada and English languages. The neptesha this thesis presents a
detailed review of literature summarizing the peegearch relevant to the current
topic of study. Chapter 3 describes the methodologgd for semantic feature
collection, tabulation and construction of computdatabase of the generated
semantic features. Chapter 4 reports the resulteeofinalysis of featural properties
carried out and description of the model generdtdidwed by discussion of the
same. A brief summary and conclusions derived ftloenstudy is also presented.



Chapter 2: Review of Literature

Exploration of any human language demonstrates tAaguage is an
extremely complex, highly abstract and infinitelyoguctive system (Falk, 1978).
From a linguistic point of view, it is considered be a mental phenomenon,
involving knowledge about meanings, syntax and deult has been in the interest of
researchers to study what kind of knowledge uneerlise of language and what
enables individuals to interpret speaker's spesdhe expression of meaning. Word
meanings or lexical semantics is considered fund#amhegpart of this knowledge,
which facilitates comprehension and production péexh. Thus producing and
comprehending verbal language involves selectiomos$t appropriate words from
the word store in the brain that best matches ¢arthaningof the thought that is
intended to be spoken or heard (Levelt, 1989). $tosage of words that are assumed
to be in the brain and accessible during compreberand production of language is

termed asrhental lexicon’.

The mental lexicon cannot be considered as a nadlecton of words, as it
also concerns with the representation of meanifdseostored words, the activation,
processing and access during language tasks.olicalscerns with knowledge about
objects and events that are formed through vamseasory and motoric exposures in
the environment of individuals. This knowledge esnted asconcepts. The mental
lexicon along with conceptual knowledge is assunedbe stored in semantic
memory. Semantic memory is a type of long-term nryntimat is a highly structured
network of concepts, words and images and is capablmaking inferences and
comprehending language (Collins & Quillian, 196B)o lines of research have been
conducted with respect to conceptual knowledgeraadtal lexicon. One is directed
at the study of retrieval processes of words aed torresponding meaning from the
mental lexicon while the other focuses on elucaatf the structure and semantic

representation of words and concepts in the méedon.



2.1 Conceptual Knowledge

Study of concepts and its categorization in the talelexicon provides an
invaluable insight with respect to its structuretlas latter is assumed to be storing
verbal information about the attributes that defmoacepts. Concepts are considered
as the bodies of knowledge that are stored in ¢émeagtic memory and are used by
our cognitive processes when we categorize, makeéctions, understand languages
and draw analogies (Machery, 2007). Concepts foemiental representations of the
objects and events surrounding our environmenty Bived our past experiences with
the present situations of the world and enableoumfer the meaning out of each
situation we come across in our daily living. Festance, a concept dbgis a body
of knowledge about dogs that is used by defaultnulie categorize entities as dogs,
when we understand sentences that contain ‘dog’ smdn (Machery, 2007).
Concepts thus are viewed as embodiment of our ledyd about the world helping

us understand what each object is and what ttaitmisists of.

Categorization, on the other hand, is a procestetdrmining whether or not
some entity is a member of a category. Categooratius allows understanding of
new entities and to modify and update the existimgcepts. Thus a category refers to
a set of entities that are grouped together angldhe characterized by members that
share many features (E.g.: category of animalsiedoaies thus result from internal
representations that capture the structure in tbedwlit is grouping of vocabulary
within a language, organizing words that are imeted and define each other in
various ways. Categories, therefore consists ofuggoof concepts aggregated

together because of the similarities and resembkatiat is shared with each other.
There are at least three distinct levels of hidnacin categories namely:

i) Superordinate
i) Basic

iii) Subordinate

Superordinate categories are considered to beagbstnes. Members of this
category share few similarities with other memb@sg. category Vehicle). Basic
level categories store maximum information abowt tember of the category and

share a great amount of similarity with its membé@esg. category Car). The



subordinate categories contain more additional iBpemformation about the
members compared to the basic level category ¢atggory Sports car).

Thus the basic level has more attributes in com@miong its members in
comparison to higher-level categories (superordirzategory). In comparison with
the lower level categories (subordinate categohg lbasic level contains fewer
attributes in common with it. The basic level caiggs are also of special interest to
researchers as they are the fundamental level ighvabstractions are made upon the
world. Thus there are several levels of concepta#tgories of which basic level

yields most of the knowledge about the concept.

2.2 Concepts and Mental Lexicon

Concepts, more specifically basic level concepés sandied to describe and
understand mapping of conceptual knowledge intac&xsemantic knowledge
termed as semantic representation. Thus word mgaminLexical Semantics are
assumed to be psychologically represented by mgppiards onto conceptual
structures (Murphy, 2002). This mapping facilitateasy access of conceptual
knowledge through verbal language in the mentaictex and this knowledge
provides the critical information for our interamts with objects and our participation
in events. This critical information forms the lsmsif understanding and producing
language for communication. Literature survey ok the use of terms ‘word’ and
‘concept’ interchangeable by the researchers owmgconsiderable similarities
between word meanings (lexical semantics) and qiacelhus a word gets its
significance by being connected to a concept ateent structure in our conceptual
representation of the world. Hence a strong link ba assumed between concepts
and word meanings. It can also be observed in ¢gearch relating to conceptual
knowledge that the results obtained using wordstiasuli are interpreted to be true
for concepts as well. This is because word meansngd concepts are closely
associated such that activation of semantic reptasens of words in turn activates
corresponding conceptual knowledge (Vigliocco & 86n, 2005). Various empirical

evidences as discussed below also support thisptuna basis of word meaning.

The various properties of concepts used to exméincture of conceptual
organization such as category membership effeaistypicality effects provide a
guantum of evidence for conceptual basis of wordmrey. Category membership



effect refers to the phenomenon wherein membemnpelg to the same category are
more related to one another than the membersfereift categories. Typicality effect
refers to the phenomenon in which experimentali@péants responds quickly when
typical members of a concept are presented (eobin for the concept bird) as
against atypical members (e.genguir). Studies have demonstrated these effects,
which are well established for concepts, even irepimguistic experiments such as
semantic priming where words are used as stimudi,(Eedermeier & Kutas, 1999;
Kelly, Bock & Keil, 1986). Hence it is assumed tlzaincept and words are closely

associated.

In contrast to this view, there are other factbet provide evidence that word
meaning and concepts may not have a straightforwatdtion. Even though
conceptual structure and word meanings have dinfiaence on each other they do
not always share one to one mapping. This is evidercase of synonyms and
ambiguous words where in the two words should bpp®ad onto a single concept in
the former case and in latter case a single woodldhbe mapped onto two different
concepts. Also it is true that a language userfdérasiore concepts stored in his brain
which has no word associated with it. Hence it banconcluded that mapping of
words onto concepts is incomplete and there issandtion between concepts and
word at least to a small degree. This is also supgdo by studies in
neuropsychological literature where in semantidoitsf have been documented as
restricted to linguistic tasks alone (e.g., namiagil not observed for non-verbal
tasks (e.g., using tools) (Cappa, Frugoni, Pasqiaiani & Zorat, 1998; Hart &
Gordon, 1992) which suggests only some aspectsrafept is represented on a one
to one basis with words. Nevertheless the empiraatiences obtained in these
studies do not rule out close connections betwescapts and word meaning. It is
also true that conceptual properties exert grefence in linguistic tasks just as
much as they do in nonlinguistic tasks. Hence aepiy of one will serve to a large

extent as a theory of the other (Murphy, 2002).

Consequently many researchers have studied mexiabh and concepts by
proposing numerous theories and models to desthdesame. The structure and
organization of concepts along with its correspogdiords in the mental lexicon is

particularly interesting as it is hypothesized ® d highly structured system and is



organized based on robust organizational princiglae following evidences support

this hypothesis.

It is undisputable that the mental lexicon storegeh collection of words
because any adult native speaker of a language basic education has an
approximate vocabulary of around 150,000 wordsp&@ent of which are likely to
be accessed during conversation (Seashore & Ecket840, in Aitchinson, 1994).
Evidences derived through psycholinguistic studiéslanguage involving words
recognition, retrieval and speech shadowing tagkahstrate that the process of
recognition and retrieval of words for speech puatiun and comprehension occurs
within milliseconds of exposure to stimuli evendref all syllables of the word being
heard (Marslen-Wilson & Tyler, 1980, Marslen-Wils&nTyler& Le Page, 1981 in
Aitchinson, 1994). This speed and accuracy are elsdenced in tasks of lexical
decision involving non-words suggesting the shantatdon of time required to
thoroughly scan the mental lexicon. To facilitatels quick and efficient mechanism
involving large number of words requires systematiganization of words. Hence
there is evidence to say that there is an ordealyem of storage of words in the
mental lexicon based on certain principles. It dise that the use of mental lexicon
and conceptual knowledge in our daily activitiesnast goes unnoticed as this
process occurs so effortlessly and efficiently tkgicomplexity is experienced only
when it is attempted to understand the underlyifggnpmena, organizational
principles and the processes involved.

One of the aspects of conceptual knowledge and ahésticon that is of
interest is its acquisition and learning of cat&ggiion of concepts and words into its
relevant categories, which formed the initial fooofs early research. The initial
experimental research on acquisition and categarizaf concepts was carried out in
the beginning of twentieth century, which has dbated substantial insights into the
same. Concepts were initially assumed in the eastigies (e.g., Hull, 1920; Smoke,
1932) to be represented ‘dsfinitions’ in the semantic memory. Therefore defining a
concept in terms of its characteristic traits fodrbe key component in meaning
representation and categorization of concepts. ¢élelee acquisition and
categorization of concept was viewed as conscioasping of the specific attributes
of an individual item and grouping the ones withmsa attributes together.

Experimental studies demonstrated this learningasfcepts and its categorization
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using sets of artificial categories such as defor@ainese letters (Hull, 1920) or
meaningless visual stimuli (Smoke, 1932) as expamiad stimulus. Learning of these
artificial categories for regularities in propestighat were useful in defining a concept
was quantitatively analyzed for accuracy of categdion to predict the extent to

which a category was learnt.

Thus earlier studies presumed concept to be comgist definition, which is
a set of necessary and jointly sufficient condgiosf membership. This view of
concepts based on definition was later termed #ss&tal view of concepts’. The
representation of concepts, according to this vieva summary description of an
entire classrather than a set of descriptions of various gx{ars of that class (Smith
& Medin, 1981). However, research mainly in 1968w 70’s refuted this classical
view of concepts as these theories failed to erganeral properties and phenomena
such as category membership effects and typiceffigcts evidenced in behavioral
studies involving concepts. Therefore studies imwg alternate ways to describe
concepts and meaning representation in mentaldexicere witnessed. Despite the
attempt of these later proposed theories to des@émantic representation using
word as stimuli their findings more directly appgli¢o structure of conceptual
knowledge assuming words and concepts to be closklied such that activation of
semantic representations of words in turn activatexeptual knowledge mapped to

the word.

2.3 Theories and Models of Semantic Representation

The theories proposed to explain the principle®rgfanization of concepts
and word meaning can be broadly divided into twmes/based on their assumption of
how word meaning is represented. One set of thedelened as ‘Holistic theories’
assume that word meaning are holistic and non-dposable in nature. To
understand organization, holistic theories strassitportance of types of relations
among meanings of concepts. Another type of thearadled as ‘Featural theories’
assume word meaning to be decomposable into fesaburattributes and organization
of meaning is explained with respect to featuralpgrties, featural overlap with other
concepts (the models of semantic representatioralace described in Prarthana &
Prema, 2012)
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2.3.1 Holistic theories and models.

2.3.1.1 The Hierarchical Network Model. The Hierarchical Network Model
was developed by Collins and Quillian in 1969. Timsdel is based on holistic view
of meaning representation and is the first modaicdeing in detail the semantic
representation and retrieval of words from the mleméxicon. The model was
developed employing Atrtificial Intelligenée@rogram written by Quillian in 1968 as
an attempt to explain two fundamental factors & thental lexicon namely its
efficient storage of semantic and conceptual kndgée and access of relevant

information from this knowledge based on inferdrgasoning.

In order to explain the structure of mental lexictihre model assumes that the
concepts in the mental lexicon are arranged infdhm of a network as depicted in
Figure 1 Every node in this network represents a concepkt #ese nodes are
hierarchically organized. The concepts representmggt generic ones are at the
highest nodes and more specific concepts at therlowdes of the network. The
attributes distinguishing one concept from anotlidhe same level and also from the
concepts at higher and lower levels are reportedelh node. The connections among
concepts in this network is said to be governedivby logical relations namely
category membership relation and property relation. Meaning of a concept is
computed based on the total configuration of categoembership relation and

property relation each concept shares with othecepts.

3Artificial intelligence is a technology and branchcomputer science that studies, designs and
develops intelligent machines and softwares usiathematical optimization, logic, methods based on
probability and economics. These tools help to gvesasoning, knowledge, planning, learning,
communication, and perception.

12



Eats

l' Breathes

Animal
Has wings b . |Canmove | | Hasgils
Has feathers —’ My Ca Wi
Bird | Fish l
Cnfly, /\ /N |Hasfins
7 % ,"I 5\
Is yellow ¢ \ / 21. Is pink
LCanary ﬂ LPengu[n F_Ehark l [Salmon
Cansing Canswim | | Can'tfly  Bigfin| | Eatsmeat Is edible

Figure 1.Hierarchical Model (source: Collin’s and Quillialf69)

The model also proposes that one of the importagarozational principles of
mental lexicon is its property named ‘Cognitive Bemy’. Cognitive Economy
ensures that the attributes of a concept are repied at only one level of hierarchy
in the network. The attributes common to severalcepts of the category are
represented only at the highest node of the caje§ar e.g.: the attribute ‘breathes’
is stored only at the highest node in the netwakaly ‘animal’ and not at the lower
levels of hierarchy like ‘fish’. This property ofbgnitive economy is based on the
logical relation that all animals breathe and ‘fisalonging to the category animals it
breathes too. Hence, the attribute ‘breathes’asest at highest level only. Thus the
cognitive economy determines the amount of inforomatepresented at every node
in the network that explains the tremendous stoedgkties of the mental lexicon.
Also attributes which are applicable to one patdicunember of the category are
stored separately as one of their properties,fstance penguin cannot fly but still
belongs to the category ‘bird’. This property uredw the member penguin is stored

only at this level.

The assumptions and predictions of this model walgected to testing using
behavioural experiments such as sentence verditasind reaction time studies.

However the results of the behavioural experimerdsld not account for the
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principle of cognitive economy. The experimentaladan the other hand concluded
that the attributes are associated with each notleei hierarchy rather than just at the
highest node. For example in a sentence verifiocatask involving two sample
sentences such as ‘an animal eats’ and ‘a bird thatsnodel based on the cognitive
economy predicts that the first sentence takestie®sto be verified than the second
sentence. The results of such experiments howewerated that the time taken for
verification of both the sentences is equal andcéenefuted one of the important
assumptions on which the model is built. It is adsgued that the time required for
verification is not dependent on the hierarchy lue tevels of the concepts but is
dependent on the amount of association preseneketihe concept and its attribute
(Conrad, 1972).

The model is also unable to justify the phenomeaoitypicality effect seen
for members of a category who are good exemplarthefcategory than others
belonging to the same category. For instance, Serdence verification study (Rips,
Shoben & Smith, 1973) participants took less timevérify that ‘a robin is a bird’
than they took to verify that ‘a penguin is a biréRobin’ being more typical member
of the category ‘bird’ it was verified quickly thgsenguin, which is not so typical.
The model also failed to justify why familiar compte are verified faster than
unfamiliar ones regardless of their level in theraichy as reported by studies
(Smith, Shoben, & Rips, 1974) where it takes longyee to verify that ‘dog is a
mammal’ (lower level) than to verify that it is danimal’ (higher level). Thus,
although the hierarchical network model providethided description of the structure
and retrieval of concepts there were few drawbaskshe model failed to explain
many behavioural phenomena associated with meaxeldn. The model nonetheless

provided a strong framework for the future modélmental lexicon developed.

2.3.1.2 Spreading activation model. As described in the previous section the
Hierarchical network model had shortcomings and wasble to account for the
experimental evidences of behavioural studies. inatempt to overcome these
drawbacks, Collins and Loftus in 1975 developedSbecading activation model by
adding several other assumptions with respect ¢osthucture and working of the
Hierarchical network model. One of the major remis made to the model was
elimination of the strict hierarchy. Hence the gglieg activation model assumes that

direct connections are possible among any two quecer attributes. The
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interconnected units of information are called aslas Figure 2 similar to their
previous model. The nodes are connected throughk timat are formed on the basis
of association of each concept or attribute witbther. The organization of concepts
into close associations is proportional to the khess and the length of the link.
Unlike the previous, this model also assumes thatcbnnections between concepts
are not always based on logical relations but peisexperiences despite being not

logical can lead to the formation of links.

The processing and retrieval of information isiated by spreading of a pulse
of activation among the nodes of the network thihotieeir links. Thus, when a node
is activated, there is spread of this pulse ofvatitin to the nodes that are linked to it.
These nodes further spread the activation to otbdes along their connections. The
length of the link determines the strength of thevation. Longer the link between
two nodes weaker is the activation reaching theratlede. Activation is also weak as
it passes over the farther nodes until it compjeti$sipates. This assumption of the
model can explain the basis of semantic and adsae@riming in the lexicon and the
model can also account for various phenomena nafasaiyliarity effect, typicality

effect, and concept- attribute associations.
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Figure 2 Spreading Activation Model (source: Collins araftus (1975)

However the model was questioned for its assumptioat personal
experiences influence the connections in the méexaton. If this assumption were
true then the organization of mental lexicon wid bntirely idiosyncratic varying
from one individual to another which is not praaticThe model is also unable to
account for the influence of phonology, syntax amarphological aspects of lexical
items, which also play a vital role in the langu@gecessing. In order to account for
these linguistic factors the revised spreadingzatbn model was proposed by Bock
and Levelt (1994) the structure of which is demdteFigure 3
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2.3.1.3 The Adaptive Character of Thought (ACT) model. The ACT model
was developed by Anderson (1976; 1983) as a gelfrer@ework to describe the
organization of knowledge in the brain. It is a gutationat model comprising of a
production system that is responsible for carryiogt higher-level cognitive
operations utilizing declarative, procedural andkirig memory. This framework has
been employed to understand organization of linguisformation in the mental
lexicon. One of the assumptions of this model istthhere are separate
representations for concepts and their correspgngords in the brain as opposed to
previous models discussed so far. This assumpibased on the argument that there
can be concepts in the brain which cannot be léxerhinto words but there are no
words which do not have a concept mapped to itl{gkem, 1998). Hence there may

not be direct one to one mapping of concepts andsva the brain.

The model proposes that the information about ece&pinand its possible
connections with other concepts is highly influeshbg the contexts and environment
in which the concept most frequently occurs. Hetige model is unique because
unlike previous models, it is not dependent entireh just the meaning and
connections among words but it emphasizes thatrtpnization is also dependent on
the function and context of words. Therefore, adicw to this model the words are

*A computational model is a mathematical model impatational science that requires extensive
computational resources to study the behaviorafraplex system by computer simulation

17



organized based on the real- world, practical i@lahips among words along with

their meanings (Anderson, 1996).

2.3.1.4 WordNet model. Another important model proposed based on holistic

theories of meaning representation is the WordNedeh The WordNet comprises of
an electronic lexical datab@sgeveloped by Miller in 1995. This database congi$t
words that are arranged into group of synonym®dalnsetsThe synsets are further
hierarchically organized to form a network as ifli@s and Quillian’s model (1969).
Since it is not possible to have exact synonymsafiothe words the model proposes
terms called hyponymy and hypernymy for such wevidk non-exact synonyms. For
example in the word pair dog and animal, dog is Higgonymy and animal is its
hypernymy. The main drawback of this model is thaloes not consider context of
occurrences of words and hence fails to adequatdiyress concepts that are
functionally related. Similar to the one develoged English language, a lexical
database called ‘indowordnet’ (http://www.cfiltdiac.in/indowordnet/) has been

developed for 18 Indian languages by Indian Intitf Technology, Bombay.

2.3.1.5 Computational and Statistical models. These sets of models were
developed to describe organization and connectdrvgords by employing various
computational and statistical procedures whichlifates discovery of the relations
words may possess. These models do not have aay gssumptions about the
organizational principles. The most influential reted based on this approach are
Latent Semantic Analysis (LSA, Landauer & Dumaig®94) and Hyperspace
Analogue to Language (HAL, Burgess & Lund, 199he3e models compute word
meanings based on the linguistic context and frecuef co-occurrence of words,
which is determined employing large corpora of ¢exthe main drawback of these
models are that they do not take into account weald experiences as they are

focused on only certain limited aspects of relaiamong words.

The holistic theories proposed thus tried to expl#ne structure and
organization of concepts assuming each conceptetodn-decomposable units of
information. The connections between these undageqa vital role in processing and

storage of information. Every theory had its owh a&feassumptions and rules based

*The access to WordNet lexical data base can béneldtéhrough this address
https://wordnet.princeton.edu/wordnet
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on which it was built. The holistic theories wasitg successful in addressing the
issues of organization, however most of them faitedccommodate the behavioural
evidences obtained during testing of the predistion their theories which was
received as a severe drawback. For instance,irarehical model was based on the
assumption of cognitive economy which was unablerdoeive support using
behavioural studies. The typicality effect seen @mmcepts also could not be
explained based on the organization of hierarcmuadlel. The spreading activation
model was proposed assuming no strict hierarchiesng concepts however they
emphasized on the role of personal experiencedridimation of links and networks
among concepts which received criticism as it ldaddiosyncratic representation for
each individual. Some of the theories such as LSAHAL proposed were criticized
for not taking into account the real world expecesn The holistic theories
nonetheless provided an initial groundwork for gtod mental lexicon. Featural
theories propose to overcome the drawbacks oftiwtiseories. These theories were
based on the assumption that word meanings aremgesable and are represented as
sets of features/attributes that may be uniquecarsthared by concepts.

2.3.2 Featural theories and models

2.3.2.1 Semantic Feature Comparison model. The models based on holistic
theories described in the previous section werge ¢tepable as they were producing
inconsistent and erroneous predictions for mosthef behavioural phenomenon
associated with the meaning representation in thetah lexicon. Hence with the aim
of studying organization from a featural perspextemantic feature comparison
model was developed by Smith, Shoben and Rips 1.1%he model assumes that
the concepts in the mental lexicon are represeagedet of attributes/properties
termed as semantic features (a detailed descriptiseamantic features is presented in
section 2.5 of this chapter). These semantic featadd together to form the meaning
of the concept (Smith et al., 1974). For instarc®sider the concept ‘apple’ for
which features such as red in colour, fruit, swgeiws on trees can be present in the

mental lexicon.

The model also assumes that these semantic feangexd two types namely
‘Defining features’ and ‘Characteristic featureBeatures that are very crucial to
define a concept are termed as Defining featurbardcteristic features on the other
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hand are features strongly linked with a conceptwhich are not very crucial to the
concept’'s definition. The defining features areenftelevant and present for all the
members of the category, the characteristic feathosvever are specific to only few
members of the category. Example &&fining featuresccording to this model for
‘bird” are has wings, lays eggs, and has feathedgstlaecharacteristic featuras ‘can
fly’ because this feature may not be present fobiatls (E.g., Ostrich)Rigure 4).
Another assumption of this model is that the supi#nate members of a category
have less number of defining features comparedtiorslinate members.

Defining Features

Long legs Has feathers Can Fly Has wings | = Red-breasted
andneck | /ST T - iR
/ N SN
: E 3 — ~
p /'/ f__,f""w:\_ /',.""/-- — i ‘:\m
/ - ) / —— N
— \‘ / T
Ostrich, == === s o - - - q fjid Rubill
Weaker Connection Stronger Connection
Large Walks/Runs Small Hops
Characteristic Features

Figure 4 Semantic Feature Comparison model (source: Sehih, 1974)

The predictions of this model were subjected &titg by employing
behavioural measures such as sentence verificetsks. The tests involved analysis
of time taken by the participants to verify whethesentence such as ‘robin is a bird’
Vs. ‘ostrich is a bird’ is true or false. If thequlictions of the model are correct, the
statement ‘robin is a bird’ should be verified &sas it has higher featural similarity
between its subject (robin) and predicate (birdnthvith the sentence ‘ostrich is a
bird’. The results of these experiments were ingtoance with the predictions made
by the model. The model’s predictions were alsaigded to principles of meaning
similarity and relationship between the subject anellicate. Hence this model has

been highly successful in accounting all the mamdihgs in the research of
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behavioural experiments. However, the model nometksehad few shortcomings in
its predictions (Holyoak & Glass, 1975; McCloskey&ucksberg, 1979).

In spite of its effectiveness in predicting behavad phenomenon, this model
received criticism that the assumption of semamfjiresentation involving two types
of features (defining and characteristic) may netabvays true as defining features
cannot be identified for all of the concepts présenthe mental lexicon (Fodor,
Fodor & Garrett 1975; Fodor, Garrett, Walker& Pak&980). Researchers also
argued that if word meanings are decomposed thakepe always substitute
superordinate category names for subordinate aremél for dog) (Roelofs, 1997;
Levelt, Roelofs, & Meyer 1999). To overcome thiffgli a computational model was
proposed by Bowers in 1999. This revised model lagetal inhibitory connections
between two lexical items that facilitates accumateduction of both subordinate and
super-ordinate category members.

Another model based on same principle assumptiensemantic feature
comparison model was proposed by McCloskey andksherg (1979). This model
is similar to semantic feature comparison modelitaglso considers semantic
relatedness as a principle of organization and tit predictions of model based on
semantic similarity and relatedness. However, ifferdnce between the two models
is that, unlike feature comparison model, one efaesumptions of this model is that
there is no distinction between defining and charéstic features and both the
feature types are considered to lie in the extreends of a continuum. This
overcomes one of the drawbacks of semantic featurgarison model as researchers
have argued that it is not always possible to keaactly how to distinguish between
the two feature types. The second difference iatedl to that of processing of
information wherein the latter model assumes omg @omparison stage for all
features of the sentences that is used in predietxperiments as opposed to previous
model where comparison was assumed to occur atlewals. First level for all
features of both subject and predicate and seaaral for defining features only to
generate a similarity index. The third differenseat the level of output, unlike

previous model which uses similarity index geneafatthe latter model uses a
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Bayesian decisidhmechanism to make rational decisions about thiesestences
based on the output evidences from comparison gsodéhis model has been quite

successful in accounting for the predictions offication experiments.

2.3.2.2 Prototype theory. One of the most influential theories which provided
strong evidence against classical view was proptseBosch and Mervis in 1975
termed as Prototype theories. Refuting classia@lyihe theory proposes that most
of the concepts aneot organized in terms of necessary and sufficienditams that
would lead to a conjunctive definition of a categdnstead they are dependent on
properties that are generally true for most ofrtteenbers of the category but not true
for every category member. The semantic knowledgeutathese properties of a
concept is assumed to be stored in a setPobtbtypes’'for each categoryThese
prototypes of a category thus specify properties gie most likely to be present in
the category member.

Prototype theory also proposes that members oftegagy have a ‘family
resemblance’ structure. The category membershgnoéxemplar depends basically
whether the exemplar has enough characteristiceptiep to belong to the category
(Smith & Medin 1981). According to this theory, nall category members are
equally ‘good’ examples of a concept. The membershibased on characteristic
properties and some members have more of thesertiespthan others, so the ones
with more properties better exemplify the categ¢Rips & Medin 1981). For
instance ‘Robin’ but not ‘Penguin’ has most of thlearacteristic properties of
category ‘Bird’. So ‘Robin’ would be typical exenapl for the category than
‘Penguin’, which is an atypical exemplar. Exemplamnsidered to be typical
members are found to have many properties in commitbnother category members
and few distinguishing properties, whereas the giars considered being atypical

members have fewer properties in common and hewnce properties unique to it.

The theory was tested using various behavioral raxpats to verify
prototypicality of category members and family rabéances. The results showed
that family resemblance within categories and latkoverlap of elements with

contrasting categories were correlated with easeleafning, reaction time in

® Bayesian Decision Theory is a fundamental statisipproach that defines how new information
should be combined with prior beliefs and how infation from several modalities should be
integrated to make optimal decisions (Kording & Yk, 2006)
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identifying an item after learning, and rating abgtypicality of an item (Rosch &
Mervis, 1975). The idea of family resemblancessthiad greater implications in
understanding conceptual categorization accordingvhich natural clustering of
members of a category occurs due to sharing of nchilayacteristic features. This
phenomenon is also known as co-relational struatfifeatures. These theories thus
played a vital role and were responsible to comevitip the notion of categorization

of concepts based on similarity in meaning.

Despite of the criticism against the assumptiongl&fining features in the
feature comparison model (Fodor, Fodor, & Garré5t Fodor et al., 1980), still
various alternative types of featural approachestudy conceptual knowledge have
been witnessed in the literature (E.g., Farah & Mbéand, 1991; Devlin,
Gonnerman, Andersen, & Seidenberg, 1998; Hintorh&llige, 1991; McRae, et al.,
1997; Vigliocco, Vinson, Lewis, & Garrett, 2004)h8se approaches assume that
semantic features are the building blocks of seimarg@presentation which are
acquired by concrete interactions with the envirentmand that these conceptual
features are grounded in perception and actionliggo & Vinson 2007). Therefore
these featural theories stress the importance n$osg (perceptual) and motor

(action) information in conceptual organization.

2.4 Role of Sensory and Motor Information in Semant Representation

A majority of theories of semantic representatisauame that the sensory and
motor information about a concept stored in tharbpay a vital role in semantic
representation. The sensory and motor informasaccumulated in the brain during
the process of learning these concepts throughriexge from the environment. The
theories proposed to study semantic representationalso be differentiated on the
basis of their assumptions with respect to the rdmrtion of sensory and motor

information in computing and representing meaning.

A set of theories proposed to study cognitive repnéation called the
embodied theories of cognition adhere to the assomghat semantic representation
and retrieval is entirely dependent on simulatiamsthe brain (Barsalou 1999,
Jeannerod, 2001; Hesslow, 2002; Gallese & Lakdi@52in Meteyard & Vigliocco,
2008). In other words, these theories say that mgarepresentation for words is

based on simulation involving activation of sensogtor systems in the brain areas
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that are involved during real life experience aégdé linguistic units. In other words,
semantic content of a word form is assumed to bézexl by recreating in weaker
version, the sensory and motor activation generdtethg actual experience of the
referents of the word (Meteyard & Vigliocco, 200&ccording to these theories
semantic representation occurs as a result of eitbocbntent through Hebbain
learnind where the sensory activation and motor activatiogether forms the
representation of word/ linguistic unit leading toultimodal conceptual
representation. Such theories that believe thatseresory motor modalities are
directly and should necessarily be engaged to septeand retrieve meaning of words
are referred to as stronger versions of embodimBptdirect engagement these
theories rule out the mediation of other cognifprecesses that helps the semantic

system to access sensory motor modalities.

Weaker versions of embodiment theories (E.g.: Yo et al., 2004;
Jackendoff,2002; Farah & McClelland, 1991; TylerMbss, 2001) believe that the
semantic representation comprises of informatiomfsensory and motor modalities
however direct activation of these modalities am @mlways required. These
modalities exert influence on semantic processihdinguistic units as they are
strongly associated with both, the experience ok¢hevents and their semantic
representation. Also, the activation of sensoryaneystem is mediated by cognitive
processes such as attention or perceptual lea(Metgyard & Vigliocco, 2008) but
this activation is not to the extent of simulatidvost of the featural theories of
conceptual organization implicitly believe in weakeersions of embodiment.
Featural theories thus assume that the semantieseqtation is mediated by a supra-
modal representation that binds together modalgiated conceptual features
(Vigliocco et al., 2004).Third set of theories posp an amodal semantic system
which is independent of sensory motor systems (Eofjins & Loftus, 1975; Levelt,
1989; Landauer & Dumais, 1997). The interactionthvdensory motor sytems is
explained in these amodal theories to occur thrandimect mechanisms outside the

semantic system.

"Hebbain learning is a neural phenomenon based dh’siéaw, introduced by Donald Hebb, which
states that when an axon of cell A is near enoogixtite cell B and repeatedly or persistently sake
part in firing it, some growth process or metabali@nge takes place in one or both cells suchAsat
efficiency as one of the cells firing B, is increds
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Various studies have been conducted in the fieldbeliavioural sciences
(E.g.:Tucker & Ellis, 1998; Richardson, Spivey &é&Limg, 2001; Myung, Blumstein,
& Sedivy, 2006; Meteyard, Bahrami, & Vigliocco, 2Q0 Siakaluk, Pexman,
Aguilera, Owen, & Sears, 2008), neuropsychology.(ENeininger & Pulvermdiller,
2001; Spatt, Bak, Bozeat, Patterson, & Hodges228@k, Yancopoulou, Nestor,
Xuereb, Spillantini, Pulvermuller, & Hodges, 20@xulenger, Mechtouff, Thobois,
Broussolle, Jeannerod, & Nazir, 2008; Mahon & Caara, 2008) and neurosciences
(Damasio, 1990; Damasio & Damasio, 1994; Pulveren{il999, 2001; Tettamanti,
Buccino, Saccuman, Gallese, Danna, Scifo, et @052 Aziz-Zadeh, Wilson,
Rizzolatti, & lacoboni, 2006; Vigliocco,Warren, Andi, Siri, Scott, & Wise, 2006;
Grabowski, Damasio, & Damasio, 1998; Chao & Mar@00; Gerlach, Law, &
Paulson, 2002 ) to provide evidence for these thet¢e of theories. The summary of
evidences from these studies point out clearlyittiqgortance of sensory and motor
information in the semantic representation.Theseliss does not rule out strong
connections between areas invovled in experiensergory and motor information
and representation of these information in lingaisorms, however the absolute
necessity of simulation is still questionable whitdads to believe in weaker
embodiment as well. However the theories supporimgdal independent semantic
systems received a severe drawback owing to lacviolence to support the same.
Therefore the theories proposing both strong andkwembodiment have equal
evidences and call for more detailed and complggstigations to refute any one of
them. Thus featural theories and models of cone¢mganization proposed on the
basis of semantic features which are based on eeddodiment received supporting

evidence.

2.5 Semantic Features

The featural models of semantic representation mphasized earlier are
based on semantic features and the study of natnde properties of speaker
generated semantic features provide valuable irdbom about the semantic
representation and organization. Semantic feattwes the basic component of
various theories proposed to account for meanirgyesentation of words in a
language. Semantic features refer to sets of atasbrelated to a concept wherein
each attribute/semantic feature has a part of imétion about the concept which is

stored in the mental lexicon and these semantitufess when added together
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represent the meaning of their associated con8ephantic features are evidenced to
provide clearer and in depth understanding of tigamizational principles of mental
lexicon along with behavioural phenomena observethe mental lexicon. Hence
semantic features are collected for large setsosflsvand studied for their properties,
which reflect crucial aspects of semantic repregent and conceptual

categorization.

The semantic features are typically collected frparticipant as lists of
features for a concept/word, which the participamtsiders to be most salient. For
instance, consider the concept ‘apple’, the serndmétures that can be generated for
this concept include, <fruit>, <red>, <sweet>, <gsoon trees> etc. Semantic
features are also collected in constrained conditiwwhere in the participants have to
fill in the set of simple sentences instead of lirdisting the features. For exampde
dogisa ___ ;adog has _where in the examiner dictates the type of featiuag is
to be generated. The task of semantic featureatmiethus depends on the nature of
study. Features are collected for various categooieconcrete nouns and verbs
referring to numerous concepts that are presetiiteinmental lexicon. These concepts
are selected based on the familiarity and theig@sa previous behavioral research

so that they provide common ground for comparison.

Semantic features are considered to provide validrimation not because
they yield a literal record of semantic represeotst in the brain but rather because
such representations are used systematically licipants when generating features
(Barsalou, 2003). Thus when participants list seindaatures, they directly exploit
representations that have developed through repeatdtisensory exposure to, and
interactions with exemplars of target category (MeR Cree, Seidenberg, &
McNorgan, 2005). Hence during the process of feaggegneration for a particular
target concept, participant refers to a mental ema@f the concepts, which includes
the essential features in describing the targetemis and also those which help to
distinguish the target concept from rest of theilsimconcepts. This mental imagery
is assumed to be created online for the task afifeayeneration by the participants.
Apart from the features listed during feature gaten, there are certainly other
aspects about the concepts that are stored ireieoh which may not be easy to
verbalize. For instance, the visuo- spatial retetiassociated with movement of an

animal that is encoded in the brain in order téedéntiate between similar ones may
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be missing in the featural makeup generated verbBlespite this drawback, the
semantic features nonetheless provide an oppoyttmitnderstand important aspects

of word meaning and its representation.

Apart from its implementation in developing modelsmantic features norms
have also been useful in conducting various belaaiotasks such as feature
verification experiment, typicality studies, semairiming studies and concreteness
decision experiments. The behavioural experimerdsetb on these tasks are
conducted in order to support the predictions asiiaptions of theories and models
using empirical evidences obtained from these exyaits. These experiments in
turn explain various aspects of semantic procesantyrepresentation in the mental

lexicon.

Acknowledging the importance and usefulness ofasdim feature norms
in understanding lexico-semantic representatidopk into the literature reveals that
researchers have tried to establish these norfaguages such as English, Dutch,
Italian and few others. To list a few, Rosch andrh&e (1975) collected semantic
feature norms for 20 basic-level concepts from eaafchix superordinate categories
and used them to explore typicality gradients. Aattq1978b) collected norms for
140 living and nonliving things to use them for stvocting feature verification

experiments.

Hampton (1979) collected features for eight supbnate categories and used
them to test Smith, Shoben, and Rips’s (1974) motlekategory verification and to
predict verification latencies. Wu and Barsaloud@20used feature norms to compare
predictions derived from theories based on pera@ymbol systems versus amodal
semantics. Devlin, Gonnerman, Andersen, and Seatgn{d998 for 60 living and
nonliving things) and Moss, Tyler, and Devlin (20@# 93 living and nonliving
things), Garrard, Ralph, Hodges, & Patterson (2004¢d their norms to investigate
accounts of category-specific semantic deficits.

McRae, Cree, Seidenberg, and McNorgan (2005) detlesemantic feature
norms from 725 participants for 541 living and nainlg basic-level concepts and
have made them publicly accessible for use in rekeaRuts, De Deyne, Ameel,
Vanpaemel, Verbeemen, & Storms (2004) made an gixteset of semantic feature

norm, gathered in the Dutch-speaking community ¥8rsuperordinate categories,
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encompassing a total of 338 target words. Vinsamh ¥igliocco (2008) have also
provided a set of semantic features collected f&8@ participants for 456 words
(169 nouns referring to objects, 71 nouns referttngvents and 216 verbs referring
to events). They have further used these normssearch addressing questions
concerning semantic representation of objects arahts, the interface between
semantics and syntax and influence of grammatileascin organization of mental

lexicon.

Further, normative data for 15 semantic categani€dutch language has been
established by De Deyne et al. (2008). For all gddams of the 15 semantic
categories, typicality ratings, goodness ratingspdmess rank order, generation
frequency, exemplar associative strength, categssgciative strength, estimated age
of acquisition, word frequency, familiarity ratingsageability ratings, and pair wise
similarity ratings were also described. In Itallanguages Kremer and Baroni (2011)
have collected semantic features for 50 nouns aadtdfinese, Ambrosini, Fairfield
and Mammarella (2012) for 120 nouns and also frangenitally blind Italian

participants by Lenci, Baroni, Cazzolli, & Maroi{2013) for 50 nouns and 20 verbs.

2.5.1 Semantic feature propertiesThe collected semantic feature norms are
studied for the regularities of distribution of sammtic feature properties using
different statistical measures in order to undexstasemantic representation and

organization of concepts based on semantic features

25.1.1 Number of features and Featural weight. The semantic feature
properties such as distribution of number of fesduacross each concept, each
category and domains have been studied (Vinsorf)20le measure afumber of
features generated for a concept is associated with semamthness in the
representation of that concept. Presence of monebau of features for a concept
indicates greater semantic richness and vice vénsather important property that
has high significance in elucidating the featuradkeup of a concept is featural
weights. Featural weights are obtained by calcuiatine total number of participants
in the semantic feature data who have generateatteydar feature for a particular
concept. Hence by investigating about this featpraperty, it is possible to know
how much weightage each semantic feature holdsgtribing and representing a
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concept. The significance of this analysis of deatweight is immense as it is based

on the participant’s discretion on how salientatdee is for a concept.

25.1.2 Types of semantic features. The semantic features are studied by
classifying the features into different types dcdtfges based on the information that
they carry. The importance of studying types otdess in the norms and the basis of
this classification is the modality specific prosieg of information in the brain.
According to embodiment theories discussed eatter knowledge about a concept
is distributed as patterns of activation across atitydspecific processing areas of
brain. This modality specific representation harnbevidely accepted as it has
substantial empirical evidence over amodal, abistvay of semantic representation.
Thus according to modality specific semantic repnéstion, a concept's
representation is the sum of the activation acrpamary sensory-processing
channels, motor/action areas, higher order abstramtledge areas, and mediating
association areas (Cree & McRae, 2003). Wheneparte&ipant attempts to generate
features for a concept, he consults a summaryprsésentation of the concept that is
formed in the brain as a result of repeated adtimahrough these sensory and motor
modalities. This summary representation is also esones referred to as mental
imagery. Participants extract features from thisnswary representation that are
important to describe that particular concept amgb deatures which help to
differentiate the concept from similar ones. Hehased on summary representation
across different types of modalities such as vistonch and motoric areas various
proportions of feature types may result in the sgindeature norm. Thus the study
of feature types helps in elucidating representatiad organization of conceptual
knowledge and words in the mental lexicon as weliraunderstanding patterns of

semantic impairment in persons with semantic dsfici

Initially the study of feature types in personshwsemantic deficits on various
semantic tasks were focused upon as they provitiermse to understanding of
category-specific semantic deficits and in turnamigation of concepts in healthy
individuals. Category-specific semantic deficitemsf to the phenomenon wherein
patients exhibit differential levels of impairmeatross different semantic categories
and domains (Warrington & Shallice 1984). The fregport on such phenomena was
given by Warrington and Shallice in 1984, who disat four persons recovering

from herpes simplex encephalitis who were dispropaately impaired in producing
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and comprehending the names of living things asosgg to nonliving things. The
opposite pattern wherein nonliving things are ettenprehended and produced than
living things have also been reported in literatdriee distribution of different types
of sensory and non-sensory features (functionaloanmotoric features) has been
studied as an important factor that may underl@hsztategory specific deficits. This

formed the basis which led to the study of clasatfon of different types of features.

The features are generally classified into senaad/non- sensory/functional
features. Accordingly, many theories of categorgedic deficits have been proposed
based on this classification namely Sensory /Fanati theory (Warrington &
Shallice 1984), and Sensory/Motor theory (Martimgerleider, & Haxby, 2000).
According to these theories, the living things téadpossess greater proportion of
sensory features (e.g., dog, {has four legs}) and-living have more prominent
functional features (e.g., Scissors, {used foriog}). Consequently, if brain damage
disrupts sensory feature knowledge then featureserketo living things tend to be
more affected and if there is disruption in the4sensory feature knowledge then the
features related to nonliving things are more a#fecDeficits may reflect differential
weighting of information from various sensorimottiannels in the representations of
living and nonliving things and hence, the categadgficits may not be
living/nonliving category in nature, but ratherwiould be sensory/functional (McRae
& Cree, 2002) in nature.

However this dichotomous classification was crgd has having very
limited scope to account for the pattern of dedicis it has only two degrees of
freedom with only two types of features. It alse@slmot consider substantial amount
of information that is stored in other types of tteas. The demerits of this
classification were overcome by detailed clasdiica of semantic feature types
given by Wu and Barsalou in 2009. According to ttisssification each feature is
considered to reflect a type of knowledge thatasezl in the semantic representation
of the concept. Therefore, feature types are redeto as knowledge-type and this
classification of features is termed ‘knowledgeetypxonomy’. The following factors
are accounted for in the development of knowlegge-taxonomy (as described in
McRae and Cree, 2002)
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1) The set of feature types is designed to coverrdragndous variety of features
that subjects generate when describing conceptudéiot.

2) It is designed to capture the wide variety of mfation found in ontological
kinds (i.e. higher level categories e.g., Keil, 998nd in event frames and
verb arguments (e.g., Barsalou, 1992; Schank Abelk®77; Fillmore, 1968).

3) It is designed to correspond systematically torttoelality-specific regions of
the brain (e.g., motor, somatosensory, and visordices).

4) The feature types for entities reflect well-estsitdid channels of sensory
information in perception (e.g., shape, surfacelusion, movement).

5) The feature types reflect aspects of introspectaxperience, as well as

aspects of sensory-motor experience.

Based on the above factors, semantic features lassifeed into 4 major
classes namely Entity, Situation, Introspective dagonomic. Each of these classes
is again subdivided leading to a total of 28 feattypes. This classification of
features is also adopted by researchers (McRak, €989; McRae & Cree 2002)
with suitable modifications (used 21/28 featureegjpand additions of feature types
(1 feature type) to understand their semantic feahorms generated. It is used to
develop stimuli for experiments and to study catggpecific semantic deficits. The
feature type analysis is also very useful to urtdads the contribution of semantic
feature in categorization of concepts based oemsedi of each feature type (McRae et
al., 1999).

The classification given by Wu and Barsalou is v@ejailed and useful but it
is basically developed as a part of studying pduzpsimulation and not semantic
feature norms. It is also not clear how all of thésature types can correspond to
brain regions. Classification of feature types thelps to map features onto specific
areas of processing in the brain can provide maiil \nformation for researchers
who are studying differentially damaged mental dexi and conceptual knowledge.
With this view, Cree and McRae in 2003 have devedoa knowledge type taxonomy
linking featural information to processing regiafghe brain. Their semantic feature
classification consisted of nine knowledge typebe Tthree of the feature types
corresponded to visual information, four to otheergeptual modalities, one

corresponding to functional/motor information désiclg the interactions and uses of
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the entities and the last type corresponding tatiler knowledge types. Therefore

the nine different feature types are labeled devid:

1) Visual- colour

2) Visual—parts and surface properties
3) Visual-motion

4) Smell

5) Sound

6) Tactile

7) Taste

8) Function

9) Encyclopaedic

This classification is based on the assumption #&hantic knowledge
corresponding to each sensory/motor aspects ofepbre represented in the vicinity
of the primary sensory/motor processing areas éenhitain (Cree & McRae, 2003;
Allport, 1985; Damasio, Everitt, & Bishop, 1996; Ma & Chao, 2001; Warrington
& McCarthy, 1987). This assumption has also begparied by neurophysiological
studies, positron emission tomography, fMRI, aneéngévelated potential (ERP)
studies that the brain areas close to, but notticknto, the sensory information
processing areas were activated in tasks that sestentic knowledge related to
sensory modalities. Cree and McRae conducted arhlacal cluster analysis of their
feature classification and interpreted the resirtderms of the category-specific
semantic impairments. They reported that the resudire remarkably similar to the
cluster analysis conducted using Wu and Barsalwontamy despite the substantial

differences between the two classifications.

The semantic features are also classified into dingélar categories to study
distribution of semantic information in the sensagyd motor modalities using
semantic feature norms for object nouns, actionnaoand action verbs (Vinson,

2009). The five categories are:

1) Perceptual features- visual features
2) Perceptual features- others

3) Functional

4) Motoric
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5) Other features

The first category is termed ‘Perceptual features,described by Vinson
(2009) which includes features that describe infdrom gained through sensory
modality, including body state and proprioceptiéterceptual features are further
divided into two types namely ‘Visual Features’ a@ther Perceptual Features’. The
visual features include features that describerim&tion gained through visual
modality and ‘Other Perceptual Features’ includeatidres that describe information
gained through any other sensory modalities Thateégory of features are classified
as ‘Functional’ which refers to features addresshrggpurpose of a thing, "what it is
used for", or the purpose or goal of an action.rifogategory is ‘Motoric’ which
include features describing "how a thing is usadh@w it moves", or any feature
describing the motor component of an action and fitlle, the ‘Other Features’
include those features meeting none of the prevdassifications. Some of the
features classified as ‘Other Features’ are enpgdic (e.g., [comes from]
<Africa>); while others refer to relationships angameaning components, (e.g., ISA

<animal>; PART OF <face>).

Based on the distribution of the types of featuresearchers have gained
insight about importance of each type of featurehie representation of meaning.
Disruption with respect to each feature type arsl ithpact on the resulting
impairments are also studied by developing commurtat models using feature types
as basis of conceptual organization. One such medslconstructed by Farah and
McClelland (1991) for words belonging to both ligiand nonliving entities. The
semantic feature distribution is found to vary hrege entities with living things
possessing more visual-perceptual features andiviraplthings having more of
functional features. This difference in featurastdbution were derived from an
experiment where in participants were asked toiratieidual elements of meaning in
terms of sensory/perceptual or functional cont&éht model was lesioned targeting
visual-perceptual and/or functional features to oestrate different types of
category-specific semantic deficits. Hence clasaiion of features generated during
norming task into different types has been consudiea significant issue for

investigation.
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2.5.1.3 Distinctive features and shared features. Semantic features can be
also studied by classifying the features into didtve and shared features. Distinctive
features are those features that occur in onlyarrtg&vo concepts of a category and
therefore, are unique to a small set of conceptsre®l features are those that are
present across many concepts. While distinctivaufea are crucial in discriminating
among similar concepts, the shared features arsumed to provide stronger
correlation as they are present across many cohcapd thus are crucial for
formation of categories.

Distinctive features are very essential in prowdiocues to identify their
corresponding concept and are vital in describiatiepns of errors in persons with
semantic deficits as well as organization of cote@p healthy individuals. Studying
distinctive features has thus been given much itapoe and studied extensively
under different terms namely cue validity (Bourne &estle, 1959),
distinguishingness (Cree & McRae, 2003), distiraatiess (Garrard, Lambon Ralph,
Hodges, & Patterson, 2001) and informativeness I{PpeGonnerman, Andersen, &
Seidenberg, 1998). Distinctive features have alsenbviewed as a continuum in
which truly distinctive features lie at one end dnghly shared features at the other
(Cree, McNorgan, & McRae 2006).

Distinctive features, in terms of cue validity,neasured as the probability of
a feature appearing in a concept divided by théadviity of that feature appearing in
all relevant concepts (Bourne & Restle, 1959). iDative features, according to this
definition are supposed to be possessing highemevah cue validity measure
compared to shared features as it occurs in ong @antwo concepts (Rosch &
Mervis, 1975). Shared features on the other hasrd] to appear in many concepts
hence possesses very low value in cue validity areas The cue validity measures
are considered critical in categorization of comsem the mental lexicon. The
category membership is described in terms of clidityaas those items with features
most distributed among members of a category aamst @istributed among members
of contrasting categories. These form the mostdvalies to membership in the
category (Rosch & Mervis 1975). Distinctive featirare also described as
informativeness that each feature may provide e@atifly a particular concept as some
of the features of a concept are more relevant iafmmative than others to

categorize it (Devlin et al., 1998).
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Further, distinctive features are considered @ilitic unfolding the differences
in nature of representation between living and word concepts in the mental
lexicon (Garrad, Lambon, Ralph, Hodges, & Pattersd@01). Distribution of
distinctiveness, which is a measure equal to tlpgtion of concepts, for which a
feature is present, is reported to vary for livargl nonliving domains. The domain of
nonliving things has more distinctive features th@m-distinct for feature types
sensory, functional and encyclopedic. On the otiard, for living things only the
encyclopedic features have more distinctive featucempared to sensory and
functional features (Garrad et al., 2001). Withpexg to categories of animals (living
things) and tools (nonliving things) distinctiveatares are reported to be more
significantly correlated for animals than those fools (Vinson, 2009) in concord
with the findings by Garrad et al. (2001). Simiteend is also reported in Kannada
(Prarthana & Prema, 2013) where nonliving thingsltéeo possess more number of
distinctive features compared to living things. $hdistinctive feature distribution
varies with respect to domains and hence, is witaéxplaining categorization of

concepts into domains.

Distinctive features are also employed in develgpmodels of semantic
representation. One of the influential models basedlistinctive features was the
Conceptual Structure Account (Tyler & Moss, 2001hick supports distributed
connectionist system for semantic representation. Accordingistriduted system,
each concept is composed of several units correlspgprio the concept with no
explicit category boundaries between the concepgeh concept is assumed to
activate overlapping patterns across units repteggeithat concept. The semantic
features vary in the degree to which they are riiitie for a particular concept or
shared with other concepts and the frequency whichvthey co-occur with other
features. This gives rise to the internal structafethe semantic system. Shared
features thus are important in indicating categmembership whereas distinctive
features are critical for identification of concepphe model also claims that in the
domain of living things presence of a distinctieatire does not strongly predict the
occurrence of other properties. In other wordsnfivihings have less correlation

8Connectionist models is type of neural network mapef interconnected simple processing devices
which include a set of processing units, a set oflifrable connections between units and a learning
procedure which is suitable to model mental/behaabphenomenon.
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among distinctive features but high form functiaorrelation (e.g., wings (form) -

used for flying (function)) compared to nonlivingngs.

The predictions of conceptual structure accountewtested to support the
model with empirical evidences by conducting sewésbehavioural experiments
(e.g., Randall, et al., 2004) using speeded featerification tasks. The conceptual
structure account as described by Randall, etratligted that the distinctive features
of living things tend to be activated more slowhythe normal system based on the
assumption that these features are weakly corcelakative to shared features of
living things and both distinctive and shared prtps of nonliving things. The
experiments support the prediction where in fointivthings, the more distinctive a
feature is, the slower the reaction time in spee@edlire verification task and no

such effect was seen for nonliving things (Ranedl., 2004).

The speeded feature verification latency howevegréstly influenced by the
production frequency of the distinctive and shdeatures studied (Cree, McNorgan,
& McRae, 2006; Lamb, 2012). Also, the length oftéea names and frequency of
occurrence of feature names have significant effeot verification latency.
Experiments with these variables controlled andirgmat testing the role of
distinctive features in semantic representationeweonducted. Contrast to the
previous findings (Randall, 2004), it was demoristtathat distinctive features

strongly activate their corresponding concepts staared features.

The distinctive features also aid in interpretihg various trends of semantic
deficits seen in patients with category-specifimastic deficits. Inaccessibility to
these distinctive features that are informativeistinguishing between two concepts
is contemplated to be one of the reasons leadirggrios of naming. Computational
model have been developed (e.g., Devlin, 1998) dasethe distinctive features’
informativeness in order to simulate category dmesemantic impairments resulting
from varying degrees of focal and diffuse brain dgs The model generated to
simulate focal and diffuse brain damage was highhfluenced by this
informativeness (distinctive features) propertysefantic representation. Therefore
distinctive feature loss was predicted to produeeese behavioural consequences
than the loss of shared features. The analysisstfluition of distinctive features for

each concept can indeed predict the likelinessngbfairment of that particular
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concept, in case of brain damage (Cree & McRae3RWith respect to percentage
of distinctive features, the domain of living thengonsists of a low percentage of
distinctive features than the domain of nonlivihghgs which provides evidence for
the pattern of deficits where living things are mdikely to be impaired than

nonliving things.

Distinctive features therefore occupy a specialtustain semantic
representation as they form indispensable parbotept organization in the mental
lexicon. Categorization of concepts into differesgimantic fields, into domains of
living and nonliving things has been influenceddstribution of distinctive features.
Various models explaining semantic organization aleo based on distinctive
features. The distinctive features even contribatea significant factor in the
explanation for semantic deficit patterns recorded persons with semantic
impairments. Therefore, study of distinctive featuns considered imperative in

understanding semantic representation.

Shared features on the other hand are definedrasiniy distinctive features,
as those features which occur in the featural n@akduwo or more concepts. They
provide valuable information about the relationsl@mong concepts. They also
influence performance in various behavioural expernts such as semantic priming.
They play crucial role similar to distinctive feegs, in many theories (E.g., Rosch &
Mervis, 1975; Tyler & Moss, 2001; Smith, Shoben, Rips, 1974) proposed to
explain semantic organization and category speaBmantic deficits. Concepts
sharing many features in common with other concep®s considered to be
semantically similar to each other. The concepilanity in terms of featural overlap
is a primary organizational principle of mentalit®n and hence, it is said that the
featural similarity is one dimension along whicle tlemantic network is organized
(McRae & Boisvert, 1998; Collins & Loftus 1973).i#t also true that concepts with
many shared features have a large number of s@esgciative links through them
(McRae & Boisvert, 1998).

Analysis of distribution of shared features in themantic feature norms,
similar to distinctive features facilitates undargting of semantic representation in
the mental lexicon. The distribution of shared de@s$ across different semantic fields

with respect to concrete objects (Cree & McRae 20M8son 2009) and actions
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(Vinson 2009) has been studied. The occurrencéhaifes features may vary with
respect to specific semantic categories. But, tiopgation of shared features when
categories are not considered, tend to be lessunsncompared to verbs representing
actions. Since shared features occur in greatgroptions in the semantic structure of
numerous concepts adding to their semantic sinylathey are very crucial in
categorization of concepts. Few researchers haseed distinctive features and
shared features on a continuum using a single enetfi measurement called
distinctiveness (Cree & McRae, 2003) and have ifledsfeatures present in many

concepts as shared features that possess lowctligtimess value.

The effects of shared features in behavioural exyets aimed at studying
properties of concept organization are also vefgrimative. Recent findings have
suggested that shared features play crucial pasemantic processing. Presence of
greater number of shared features in target coaseqs seen to produce faster lexical
decisions. This effect was even more enhanced dorcreteness decision tasks
(wherein the participant is asked to decide whethéarget concept is concrete in
nature or not) that depend largely on semanticgnas of target concepts (Grondin,
Lupker, & McRae, 2009). Hence both shared featares distinctive features are
differentially important depending on the task unclensideration.

25.1.4 Feature correlation. Another property of semantic features that is
considered valuable is featural correlation. Catreh is defined as the extent of co-
occurrence of features in the environment and thabgbility of one feature
predicting the presence of another (e.g. thingslthge beaks usually also have wings
and can fly) (Tyler & Moss, 2001). Featural cortigla similar to shared features and
distinctive features has been studied for its doution in representation and

computation of word meanings.

The patterns of feature correlation in the domahdiving and nonliving
things have also been assessed using connectiomistels and behavioural
experiments. The domain of living things has besgorted to have shared functional
and perceptual features that are highly intercareel compared to distinctive
features. For the domain of nonliving things, thmrsger correlation is present for
distinctive perceptual and functional features caraed to shared features (Tyler &
Moss, 2001). However, a contrasting trend has bkEen witnessed in which, for
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living things the proportion of significant intemcelation was greater for distinctive
than shared features. Also for non-living thingsvds the reverse pattern observed
wherein the overall proportion of significant fewcorrelation was very small and
distinctive feature of living things were more adated than any of the features of the

nonliving concepts (Garrad et al., 2001).

Featural correlation have been focused in omlé@nterpret the way in which
they might be learnt using connectionist models #&ir role in word recognition
using behavioural experiments (McRae, de Sa, & eéddadrg, 1997). Behavioural
experiments involving on-line semantic processchsas semantic priming tasks are
highly influenced by featural correlation. This exff is more prominently seen for
living things than nonliving things when the degreé featural correlation among the
semantic features of prime and target were vafi@atural correlations have also
been considered as an important variable in ldyidased semantic task such as
feature verification (McRae, Cree, & Westmacott99p It is also demonstrated that,
using the connectionist models featural correlaiglearnt through experience from

the environment (McRae, Cree, & Westmacott, 1999).

Featural correlation has been studied in personls gemantic breakdown
occurring as a result of progressive neurologicaindgions by simulating
connectionist models. The progressive deterioradfosemantic knowledge has been
predicted by the nature of intercorrelation of @eats within their semantic
representations (E.g.: Gonnerman, Anderson, Dekimpler, & Seidenberg, 1997).
Also, predicted patterns of semantic impairmentyehdeen simulated using
connectionist model by incorporating intercorreatiamong form and function
properties of concepts (E.g.: Tyler, Durrant-Pe#dfi Levy, Voice, & Moss, 1996). It
has also been reported by Tyler and Moss (2001) tthex features that co-occur
frequently during training of connectionist modeltonelly activate each other and
thus are more resilient to damage compared to weaktelating features.

To obtain deeper insights into the conceptual kedgé using speaker
generated features norms, researchers have empbogpdrties of semantic feature
norms such as featural weight, featural correlatind featural similarity to develop
models of mental lexicon. The models developedgispeaker generated norms are
far more ideal in representing conceptual knowledgethe featural characteristics
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that are assumed to influence the formation of nHsodave been decided directly by
the norms generated by participants eliminatingestigator’s biases. Models based
on the two basic assumptions namely componentialr@sof word meaning and

similarity or overlap of semantic features haverbaecepted to be far more suitable
for models of semantic representation as they paveded plausible explanations to
the behavioural phenomena seen in psycholingusstidies of healthy individuals

and are also capable of elucidating the trendewfasitic deficit patterns reported in
persons with semantic deficits (Devlin, Gonnern¥ramderson, & Seidenberg, 1998).
Hence quite a number of contemporary models rebnupe componential nature and
similarity to explain internal structure of menkakicon. Thus study of relation of one
word with respect to another based on their semdeaitural properties provides

valuable tool for modeling the structure of metgaicon.

A model directly based on componential nature andlarity of semantic
features without making any assumptions about ptigseof features beforehand was
proposed for object nouns by McRae, et al. in 189d McRae, et al. in 1999. It is a
connectionist model which examines the role of Uedtcorrelation in computing
word meaning. It utilizes an attractor network lmhsen correlational learning
algorithm that aids the model to investigate thiduence of correlated features in
processing of word meaning. According to this maeith concept is represented as
distributed patterns of activation over sets otsiritach unit here corresponds to the
features generated by the participants. The modslthen made to learn the pattern
of correlation among features for a set of concemmg correlational learning
algorithm. The model learnt the patterns of fedtooarelation for a concept through
multiple processing cycles before a pattern ofvation gets stabilized for the
concept. This model was utilized to study variospegts of semantic representation
and issues related to category-specific semanpaimment.

Another model for representing words referring bjeot (object nouns) and
words referring to events (action nouns and vedadled “Featural and Unitary
Semantic Space” (FUSS) model was developed by a4gb, Vinson, Lewis and
Garrett in 2004. This model is based on the assompihat the word meanings are
directly linked to conceptual knowledge, which umrt is made up of semantic feature
like representation that is organized accordingbmality. Second assumption is that

the semantic featural representations are presenseparate level of lexico-semantic
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representation this level creates the interfacevdsen the conceptual knowledge and
other linguistic information such as syntax, moiply and phonology. The model is
based on semantic feature norms generated byipartts and these features help the
model to better predict the representation as ignsunded to the real world
experiences of the participants. This model implamea computational technique
called self-organizing maps on the semantic featorens. These maps are trained to
be sensitive to various semantic featural properhamely number of features,
featural weights and feature correlation unlike MeR et al. model, which is based
only on featural correlation. The self-organizingapmthus captures the different
influences of each of the semantic feature propartyrganization of concepts, based
on the characteristics of the semantic field foriokhit is generated. The maps
obtained depict the categorization of different capts into their corresponding
semantic field along with clear boundaries sepagathese concepts from others
belonging to different semantic fields. The mapsobfect nouns tend to possess
smooth boundaries indicating well-defined semaffigtd boundaries Kigure 5.
However for words representing events no such dbeamdaries among different
fields is generatedF{gure 5. Thus, based on the semantic distances among the
concepts obtained from feature norms, maps are rgeade that model the
organization and representation of conceptual kadgé. Results of the behavioural
studies based on the model provide further evidémethis model predicts semantic

effects seen in behavioral experiments.
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Figure 5Two-dimensional representation of semantic proymit FUSS
(Vinson & Vigliocco, 2002; Vigliocco, et al., 2004 Vigliocco & Vinson 2007).

It is evident from the literature that the semariiatures and its properties
have been an integral part of studies carried mwiiderstanding mental lexicon and
conceptual knowledge. Theories and models propdsaskd directly on semantic
feature norms have been successful in capturingtineiples of representation and
categorization of words in the mental lexicon. Thasbecause the basis of these
models comes from analyzing data directly obtaiineoh participants, which capture
the saliencies of the real world experiences toemtgextent. The models have also
accounted for the fundamental phenomenon suchraargie relatedness, typicality
effect, concreteness effect, semantic priming xickd decision seen in behavioural
experiments. Thus semantic feature norms invarigbbyide immense contribution

to the knowledge of mental lexicon.
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2.6 Semantic Features of Nouns and Verbs

Nouns and verbs form major part of vocabulary of EBmguage. Researchers
focusing on meaning representation in mental lexibave almost always studied
various categories of concrete nouns. Even thoegbsvare also a significant part of
mental lexicon, they have received much less attent research. Although nouns
and verbs can be grouped into category of contemridsy there are significant
differences between the two entities. The maifeddhce is that the meaning of
objects is static in nature and is comprehendibEnavhen the concept names are
produced in isolation whereas the meanings as®akiaith verbs are not static but
relational as they are highly dependent on linguisbntext and environment in
which they can occur, consisting of dynamic ergitieat unfold in time (Vinson &
Vigliocco 2008).

Verbs of a language differ from nouns, as sumredriby Vinson (2009), in
terms of the semantic featural make up and pragsemiouns, which represent objects
possess more number of features referring to narsewantic fields. Verbs
representing action, on the other hand possess featiees that broadly apply across
wide range of semantic categories. Semantic featare very strongly correlated to
the semantic category with respect to nouns thah dahverbs. In case of nouns,
distinguishing between different levels such asesoiglinate, basic and subordinate is
relatively simple and they can be easily organiz¢d hierarchies with many shared
correlated properties. On the other hand, it iy \ekificult to create comparable sets
of hierarchies for verbs as they form matrix -liggucture where many semantic
properties are orthogonally related rather thametated (Huttenlocher & Lui, 1979;
Graesser, Hopkinson, & Schmid, 1987; as in Tylealgt2001). Also the hierarchy
that exists for verbs possess fewer levels withy visss distinctions at the
superordinate levels (Keil, 1989). However, verkoteomies do show a basic level
structure but a less sharply defined and lessestghlicture than in noun taxonomies
(Morris & Murphy, 1990). It is also true that disttion between close semantic
neighbours differ across the domains of nouns amthsv It is noticeable that for
many categories of basic level concrete objectsseclneighbours offer true
distinctions while this is not true in many verbsaittseem to overlap to a great extent
(Vinson 2009).
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The processing of verbs is also considered moreptex than nouns even
though they may have similar organization (Krishngimari, & Bellur, 2009) Verbs
play an important role in sentence processing. Tdoeyain grammatical information
contributing to the structure of the sentence sashthe thematic roles of agent,
patient, the arguments of the verb and semantarnmdtion contributing to its core
meaning. Thus the syntactic information embeddegtibs are often richer compared
to nouns. Investigators have used data from normdividuals, persons with
semantic dementia as well as from aphasia to utahetdrow verbs are stored but it

still remains unclear how they may be organizethexmental lexicon.

2.7 Neuroimaging Studies of Mental Lexicon

Apart from theories and models proposed to expdaganization and storage
of concepts in the mental lexicon, a great amodirknowledge has been imparted
through neuroimaging studies. With advent of neeht®logy, increasing number of
functional brain imaging studies of concept ancgaty representation in normal as
well as persons with semantic deficits has beemesged. Neuroimaging and
electrophysiological studies have provided evidatheg language related processing
seem to be widely distributed in the brain regitimsn previously assumed. Word
meaning is not confined to just specific brain oegi but is distributed in a systematic
way throughout the entire brain (Martin, 2007)

Substantial research evidences have implicatedliegbosterior region of the
left temporal lobe (left fusiform gyrus) is criticaite in representation of concrete
objects and has a significant role in conceptuajanization and processing
(Mummery, Patterson, Wise, Vandenberghe, Price, ddés, 1999; Sharp, Scott
&Wise, 2004; Wig, Grafton, Demos, & Kelley, 2005tudies have been carried out
which provide information about representationatteat of brain areas in terms of
features of the objects that might be stored inadiqular brain area. The ventral
temporal cortex is evidenced to be storing inforamatbout object colour (Wiggs,
Weisberg, & Martin, 1999; Chao & Martin 1999) anddies report activity in the
sensory or motor processing areas of the braintdsks involving access of
corresponding sensory or motor features (Goldideegietti, & Schneider, 2006). For
verbs depicting actions, activation in the postenmoiddle temporal gyrus was
prominent during task of action naming (Tranel, t#arDamasio, Grabowski, &
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Hichwa, 2005b). Also, in a task involving readinfgspecific action verbs related to
specific body parts such as lick (tongue); pickdér); kick (leg) activated premotor
cortical regions in the brain that are also acadatrom actual movements of these
parts (Hauk, Johnsrude, & Pulvermuller, 2004).

Neural representation of semantic categories tsslkaen studied using tasks
involving categorization of target stimuli. It hasen noted that the regions associated
with representing object properties are differdlytiangaged as a function of object
category membership (Martin, 2007). The occipitemporal cortex has been
identified as a structure that plays a major raieobject categorization. Distinct
category related patterns of activation have beensistently recorded that
discriminate between relatively large numbers gécotbcategories and these patterns
are reported to be stable both within and betwadiests (Cox & Savoy, 2003;
Haxby, Gobbini, Furey, Ishai, Schouten, & PietriaQ01; Spiridon & Kanwisher,
2002). For the category of animals an increasetvaditin is observed in lateral
regions of fusiform gyrus, bilaterally whereas tbe category of tools, heightened
activation was seen bilaterally in the medial regiaf fusiform gyrus. Thus the
evidences provided by neuroimaging studies, simirinsights obtained from
semantic feature norms support that specific sgread motor-based information of
objects are stored in regions adjacent to sensondy motor areas. Therefore, the
neuroimaging studies augment our knowledge abouasgc representation and also
provide strong supporting evidences for the clamsde using semantic feature

norms for the distribution of knowledge in diffetesensory and motor modalities.

2.8 Category- Specific Semantic Deficits

Word meanings represented in the mental lexiconyiasessed in the earlier
sections, allows comprehension and expression okoowledge about objects and
actions taking place around us. Impairments of s@imarepresentations are
extremely debilitating which may be as a resulse¥eral types of neuropathology
such as Alzheimer’'s disease leading to dementiggelesimplex encephalitis and
cerebrovascular accidents such as stroke-inducdthsap Research involving
semantic deficits also enables better understarafingrmal semantic representation.
With the objective of testing the efficacy of maglednd theories developed to
understand semantic representation, they are dalmaggematically based on the
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patterns of impairment to simulate such conditiofise behaviour of models under
such simulations resembling semantic impairmentsiges further insight into the
nature of processes in specific brain areas, dan@mgehich may lead to deficits.
Studying semantic impairment patterns in these itiond are essential to improve

therapeutic approaches for better management agh@sis.

It is intriguing that the semantic deficits docurtezhin literature shows a set
of specific patterns in which the impairment masi$eitself. The pattern shows
prevalent regularities in the group of conceptds tinay be affected by the brain
damage over rest of concepts. This phenomenonrigete as category- specific
semantic deficits. The most common pattern of immpant seen is differential
semantic abilities for the domain of creaturesit$fuegetables and nonliving things.
It has been noted that persons with semantic tkeficay experience difficulties of
naming items from one domain for instance, creatusbile exhibiting no such
difficulties in naming items from other domains Bus fruits or nonliving things or
vice versa. In the literature it is very eviderattdespite numerous differences in the
methodology of studies of category-specific sentaaéificits, it is possible to witness
these consistent trends in the sets of categdnasare susceptible to be impaired/
spared together (Cree & McRae, 2003). There arens@vominent trends in the
deficit pattern seen in the persons with semangiicitis as reported by Cree and
McRae (2003) that are listed below:

1) The categories of creature cluster together arsl dhister can be disrupted
separately.

2) The categories of nonliving things cluster togetaed can be disrupted
separately. These exclude musical instruments @odif

3) The category fruits/vegetables group together amdbe separately affected.

4) Fruits/vegetables can cluster with either the creadr the nonliving things.

5) Nonliving foods can be disrupted together withrtyithings.

6) Musical instruments can be impaired together witimdj things.

7) Impairments of living things are more frequent timamliving things.

Various theories have been proposed to explairethesds (Tyler & Moss,
2001; Devlin, Gonnerman, Anderson, & Seidenber@81350nnerman, Anderson,
Devlin, Kempler, & Seidenberg, 1997; Caramazza &I&im, 1998; Humphreys &
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Forde, 2001; Caramazza, Hillis, Rapp, & Romani, @90ixon, Bub, & Arguin,
1997, 1998; Gaffan & Heywood, 1993; Warrington &afice, 1984; Martin,
Ungerleider, & Haxby, 2000) and one method that basn very effective in
providing relevant evidence is study of semantiatdee norms. Distributional
statistics carried out on the various propertiess@hantic feature norms such as
featural similarity, distinctiveness, shared fea$yr feature types and featural
correlation have been successful in addressing ofdke trends of category specific
impairment patterns documented as these factohgenfe the representation and
computation of concepts (Cree & McRae, 2003). Theemsantic feature norms as
discussed previously are very useful for understandategory specific semantic
deficits and in formulating treatment strategiesdshon the factors influencing such

patterns can be highly beneficial.

2.8.1 Semantic impairment in aphasia.Brain damage as a result of
cerebrovascular accidents may lead to loss of Egguskills termed as aphasia.
Comprehension impairments are more commonly obdeakang with other language
impairments of Aphasia. The impairment is usuabgaziated with lesions in the
temporo-parietal and prefrontal regions in the keftnisphere. On the other hand in
persons with semantic dementia damage usually sacuhe anterior temporal lobes,
bilaterally. This region is rarely damaged due ol in persons with Aphasia as
they are supplied by two major arteries besideschvhiilateral lesions in these

regions due to stroke are extremely rare.

Patient profiles of persons with Transcortical SepsAphasia (TSA), which
is associated with fluent speech and good repetisikills, appears superficially
similar to the deficits associated with semantiendetia. Studies have reported
Aphasia similar to semantic dementia that can leachultimodal semantic deficits
even though the anterior temporal lobes remaircinfdany a times, persons with
aphasia experience problems with the relationskigvéen objects and their names.
This naming deficit has been attributed to theahifity to retrieve the correct word
from the mental lexicon and match the target olbjjeat is labeled as retrieval deficits
(Goodglass & Geshwind, 1976; Weigel- Crump & Koenigcht, 1973). However,
there has also been an alternative hypothesis pedpto explain their deficits in

comprehension and expression which is attributettheéodisruptions in the semantic
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representations contained in the mental lexiconel&b as semantic deficits
(Caramazza & Berndt, 1978).

There have been several evidences (Grober, Perecridatar, & Brown,

1980; Grossman, 1978; Lhermitte, Derouesne, & colues, 1971; Zurif,
Caramazza, Myerson, & Galvin, 1974) to suppaetldtter hypothesis that there is a
semantic deficit associated with Aphasia. It is omon phenomenon that persons with
anomic aphasia often produce semantic paraphasiasspbntaneous speech
(Geschwind, 1967). The production of semantic piaaaias provides evidence that
there is an underlying impairment of the semantganization in the mental lexicon.
Also, the semantic paraphasias that is produsgdtnecessarily violate some of
the semantic aspects of the word that is irddnaramazza, Berndt, & Brownell
1982). Semantic based errors were also noted duilnect selection task using
semantically similar distracters (Gainotti, 197@)ther support to this hypothesis has
been obtained from person with Wernicke’s Aphasged for semantic relatedness
and categorization. Evidence of semantic deficiteerms of broadening of semantic
field boundaries have been noted during categaoizats they inappropriately group
words of clearly different meanings (Lhermitte, Deesne, & Lecours, 1971).
Similar results have been reported by Grossman8)1@ho found that persons with
Wernicke’'s Aphasia had difficulty correctly namingategory members for
superordinate categories (E.g.: ‘furniture’). Doffities have also been reported
during naming of atypical category members compatedtypical members
(Grossman, 1978; Grober, Perecmen, Kellar, & Brai@80; Buhr, 1980). Thus it is
evident that lesions in the brain can result irec@le disruption of the semantic
organization of the mental lexicon in persons wdgbhasia that can manifest as

naming deficits.

Analysis of semantic features, therefore, has saamt clinical implications
in developing treatment techniques for semanticcdefprevalent in persons with
semantic dementia and aphasia. As evidenced inrdtiew, the disruption of
semantic knowledge in the mental lexicon is predidb result in comprehension and
naming deficits in persons with aphasia. Hencesd\treatment strategies used to
treat anomia and other semantic deficits focustmngthening the semantic feature
knowledge. One such treatment technique that i®lwidmployed is the Semantic

Feature Analysis (SFA). This technique emphasizesenhancing the retrieval
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abilities of semantic knowledge through accessiamantic networks (Boyle &
Coelho, 1995). This is achieved by asking the iildigls to produce list of words that
are semantically related to a target word. Semaatations may be in terms of their
category, use, action, properties, location an@a@ason. This treatment technique
has been proven to be highly efficient in treatsgmantic deficits prevalent in
persons with aphasia (Boyle & Coelho, 1995; CoelMaHugh, & Boyle, 2000;
Conley & Coelho, 2003; Boyle, 2004; Rangamani & rRae personal
communication). The cumulative results of theseeexpental studies have thus
provided empirical evidences for efficacy of senmarfeature based treatments.
However one drawback these approaches face isntited generalization of learnt
skills for untreated words and to connected sp€Bolyle & Coelho, 1995; Coelho,
McHugh, & Boyle, 2000).

Use of distinctive features obtained from semafgature norms however is
proven to overcome the problems of generalizatibnaming skills. The semantic
feature analysis (SFA) technique uses shared f=atand semantic relatedness to
enhance the semantic knowledge. Semantic defigitde addressed more effectively
with techniques facilitating enhancement of didive feature knowledge in
individuals. This is because it has been eviderthatidistinctive features play vital
role in naming skills. For instance, during thektas$ picture naming or identification
of named picture from a set of pictures, the irdlinal has to identify the feature that
distinguishes the target picture from rest of thmilar ones that requires usage of
distinctive feature knowledge. It also true thatslof distinctive feature knowledge
has severe behavioural consequences than lossaoédslfieatures. Thus treating
persons with semantic deficits for distinctive teatknowledge enhances the chances
of improvement in the naming skills. Evidence supipg use of distinctive feature in
therapy has also been provided by researchers (vBgaoghman, 2009; Kiran &
Thompson, 2003) who have found better prognosisaming skills of treated items
along with better generalization to untreated itemd to connected speech. Hence it
is evident that knowledge of semantic feature noam their properties can enhance
our skills in the management of persons with aghasd semantic dementia.

To summarize, there has been immense amount adrofsearried out in the
recent years invovling the mental lexicon. Thedgtof semantic feature norms has

been very useful in providing a window to underdtaather complex organization
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and meaning representation in the mental lexicemehtic feature norms are also
building blocks of many theories and models disedss the literature. Various
models have been developed using newer computhtieohniques and atrtificial
neural networks such as attractor networks, sgémzing maps etc. These models
have been tested for its predictions of brain medmas using behavioural studies
which in turn provides empirical evidences for theodels. Advancement in
Neuroimaging techniques have further enahnced owwledge to correlate
predictions of models, behavioural evidences arideex¢es from patient data with
actual brain regions using more sophosticated fomak imaging studies. The norms
as such are very useful to track down the stadistegularties such as distribution of
different feature types, shared features, distiecteatures, featural correlation across
semantic categories that play crucial role in oizion of mental lexicon. Semantic
feature norms also help to understand semanticitdefn persons with dementia and
aphasia and in developing treatment techniquethiosame. Thus semantic fetaures

contribute immensely to our knowledge about medetaton.

2.9 Need for the Study

During the past three decades, as witnessed lite¢hegure, research related to
semantics and mental lexicon has been extensialyed out in English and other
non-Indian languages. In Indian languages, witlpeesto semantics, norms have
been established for limited aspects of semantitpoments, restricted to the purpose
of particular study under consideration. Such ndnage been established in Kannada
(Karanth, 1984), Hindi (Monika Sharma, 1995), Mallayn (Asha, 1997) and Telugu
(Suhasini, 1997) for Linguistic Profile Test deystol to assess language
comprehension and expression. Ranganatha (1983sketslished norms for relative
frequency of phonemes and morphemes in Kannadawettkr, lexical semantic
representation in adult speakers of Kannada, vattiqular reference to the semantic
features has not been studied till date. Thera isnanense need for studies focusing
semantic modeling based on the empirically derigednantic feature data that
enhance our knowledge in terms of semantic reptasen and organization in
Indian languages. It is also true that studies eftal lexicon in non-Indian languages
cannot be directly generalized to Indian languagyeh as Kannada (language spoken
in Karnataka, South India) as it varies to a geedéent in terms of origin, structure

and linguistic properties.
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English is a Germanic language belonging to Indmpean language family
whereas Kannada is one of the four major Dravidkaguages. The Indo-European
languages originated mainly from a common langusggdken in southeastern Europe
whereas Dravidian languages originated from Brahnd is mainly spoken in the
southern parts of India. Although both English &ahnada share a few borrowed
words from Sanskrit language, the linguistic stuuetand word order is different
between the two languages. One important linguigtisperty of Kannada is its
agglutinative nature i.e. words are formed by agdinffixes to the root word in a
series leading to several morphophonemic chandeswbrd order is relatively free
in Kannada with verb final order (SOV) being the sihprevalent one contrasting
English, which has fixed word order containing sebjverb and object (SVO).
Kannada is also highly inflected language wheréi@ toot word is affixed with
several morphemes to generate thousands of wordsfoAs a result of highly
agglutinative nature, it is very difficult to mavkord boundaries, more so in the case
of verbs. It is evident that the structure and e¢hlasguistic properties of a language

exert control on the meaning representation imibatal lexicon.

It also true that there is pervasive diversity iapping of word meanings
across languages as there are differences acnogsalges in terms of their word
meaning inventories. The diversities noted in thapping of word meaning in
different languages can be attributed to the faat €ach language is highly selective
and arbitrary in choosing elements of experieney #ncode in the form of words
leading to many possible ways to map between thrdsvand corresponding concepts
(Wolff & Malt, 2010). The words of a language hasignificant impact in molding
the conceptual knowledge, as acquisition of con@@gnowledge is heavily reliant
on language of the individual. It is also true ttled mapping of conceptual features
into linguistic features can vary across languagasguages also differ markedly in
how they partition by name many domains includirajoar, space, body parts,
motion, emotion, mental states, causality and amyilmousehold containers (Wolff &
Malt, 2010). For instance, there is difference iapping of concepts onto words
between languages such as English and ItalianabahJapanese. There are two
different words for the concept ‘foot’ and ‘leg’ English and Italian but there is only
one word ‘ashi’ in Japanese which refers to botiotf and ‘leg’ (Vigliocco &

Vinson, 2005). Similar variations are also notifedEnglish and Hebrew languages

51



as they have numerous words representing diffaremtners of jumping as against
Italian and Spanish languages (Slobin, 1996b). NMasability in mapping of

concepts to words across languages can be assarhadd important implications in
conceptual knowledge representation. Thus, theadiggs in the semantic structures
of a language have consequences on the structofiogncepts too. Hence studying
semantic representations in different languagesmigerative as it enhances our

knowledge about influence of linguistic variabiliy organization of mental lexicon.

Language is also greatly influenced by the socitiural factors of the
language user. As the acquisition of words in tlental lexicon depends greatly on
the physical and cultural environments of a languegmmunity, languages tend to
vary in how many distinctions within a domain are@ded in words (Wolff & Malt,
2010). India is a multicultural and multilinguahtion. The ethno cultural aspects
have great influence on the linguistic environmaian individual in molding his/her
language composition. With regards to Indian lisgaiscenario it is not uncommon
to find coexistence of two or three languages ipesson’s linguistic environment
almost throughout the country. Exposure to manguages by an individual can be
predicted to influence the meaning representatioth @rganization of the mental

lexicon.

Kannada is a Dravidian language spoken in Soutlalpgedominantly in the
state of Karnataka by around 70 million people.itesthe fact that it is one of the
40 most commonly spoken languages in the worldyditire review reveals that
studies related to representation and organizatianental lexicon of this language,
is still in its infancy. Also there is lack of comgimensive database enumerating
characteristics of words and concepts in termb@if semantic features. It is also true
that each language is assumed to be formed asrsrteemeet the cultural and social
demands of the community. Exposure to multilingasadl multicultural environment
may influence the representation of languages enntiental lexicon as culture and
language have been influencing each other’'s streiditom times immemorial. In
depth understanding of these aspects of semamtiesentation and organization in
the mental lexicon can be obtained by studying @riigs associated with semantic
features. Thus, there is an indisputable need tabksh such data in Kannada.
Literature survey sheds light on the numerous wayshich semantic feature norms

can be used as a means to understand semantisee{@aton of nouns and verbs in
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normal individuals as well as in person’s with sattadementia and aphasia. This
can in turn help us to formulate more efficientrépy techniques to treat these
individuals. The models developed to simulate regméation of nouns and verbs also
utilize semantic featural weights and other prapsrbbtained from norms. Hence
study of semantic features is found to be veryuwlsdherefore, there is an immense
need to develop such semantic feature data infiddireguages including Kannada, in

order to gain insights about the mental lexicothase languages.

2.10 Aims and Objectives of the study

The aim of the present research was to explore Iéxecal semantic
representation and organization in Kannada fort afseouns and verbs by studying

semantic features generated by native speakerammiata

1. The primary objective of the present research wagldscribe semantic

features of nouns and verbs in Kannada.

2. The secondary objective was to develop a frameviaria model of lexical

semantic representation and organization in Kannada

3. The tertiary objective of the study was to comptlre lexical semantic

representation and organization of nouns and varkannada and English.

2.11 Research questions of the study

1. Are there any differences in the distribution omsatic feature properties
across the domains of nouns and verbs in Kannadégafrexicon?

2. Are there any differences in the distribution ofmsatic feature properties
across the semantic categories in Kannada mertebte?

3. Are there any differences in the distribution ofnsmtic feature properties
between Kannada and English language?

2.12 Hypotheses of the study

The following hypotheses have been proposed to endWe research

guestions by analyzing semantic features obtaireed the study.

1. There is no statistically significant differencetime distribution of semantic

feature properties between nouns and verbs unaiy.st
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There is no statistically significant differencethme distribution of semantic

feature properties across the semantic categaneesr study.

There is no statistically significant differencethme distribution of semantic

feature properties between Kannada and Englishubayey
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Chapter 3: Method

The present study aimed to examine lexical semamjresentation and
organization of nouns and verbs in mental lexicomative speakers of Kannada
employing a qualitative descriptive research desi§imce semantic features are
known to reflect important aspects of lexical setiwanrepresentation and
organization, the study aimed to collect semardatures generated by adult native
speakers of Kannada for a set of nouns and velbsteseé from lexical corpus of

Kannada.

3.1 Participants

For the selection of target population, ten gragl@atd post-graduate colleges
(offering B.A., B.Sc., B.B.M, L.L.B, B.A.M.S., & Hd., courses) were chosen in
urban areas of Mysore city. The participants westricted to urban areas to rule out
influence of differences in the cultural and soemnomic factors. The upper age
limit of participants was restricted to 30 years rtde out possible age related
cognitive declination and cortical changes (Sovetllal., 2003). A total of 300
students who met the inclusionary criteria mentibbelow participated in the present
study. There were 168 females with the mean ag¥32= 6.3) years and 132 males
with the mean age 23.$D=5.1) years.

* Native speakers of Kannada.

» Age range of 18 -30 years.

*  Minimum of 10 years of experience in reading andimg in Kannada.
* No reported history of any speech and languagedbgso

* No reported history of any psychological / neurataydisorder.
3.1.1 Ethical consideration

The data collection was carried out only after ol a written consent from
the participants for their willingness to take parthe research. The participants thus
signed a consent form agreeing to be part of theystPermission was also obtained
from the respective Heads of the Institutions tdude their students for the study.

The participants were familiarized with the aimbjeatives, procedure of the study
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and their role in it. They were provided informatiabout the approximate duration
for the completion of task and were assured thatetlwas no risk involved. They
were also informed that there were only researatefts involved and personally
cannot receive any benefits. They were assurecdctrdidentially will be maintained
regarding the personal information of the partioiga An approval from Ethical
Committee, All India Institute of Speech and Hegrimas obtained to carry out the

research.

3.2 Stimuli

The stimuli considered were set of words denotimyng and verbs in
Kannada. As suggested in the literature, word seledor the stimuli was broadly
based to capture the general properties of semagpiesentation of most of the
semantic categories and therefore stimuli selelbt#dnged to a variety of semantic
categories. Also the words were chosen to inclhéeones that are most frequently
used in behavioural studies of priming, studie®ivng assessment and treatment of
naming skills and also the translational equivaesftthose used in previous studies
(Vinson, 2009; McRae et al.,, 1997) of semantic espntation in English so as to

enable easy comparison.

Words are usually classified depending on their esdio, syntactic and
morphological roles in a language. This classiftcatof words into grammatical
categories is termed as ‘parts of speech’ thatasimcon among most of the
languages. Similar to other languages the gramailatategories/ parts of speech of
Kannada include nouns, verbs, adjectives, advefgir®nouns, prepositions,
conjunctions and interjections. Adjectives in agaage are words that describe or
modify a person or a thing in a sentence. Theydaformation about the properties
of nouns that occur along with them in the senter®emantically, the role of
adjectives is between that of most typical nouns$ @ost typical verbs. Nouns in a
language are used to suggest a large number o&niesp (for example, the word
‘dog’ represents properties such as <is an animeltras four legs>, <barks> etc)
whereas adjectives can be differentiated from ndaonterms of meaning as they
describe only a single property (Wierzbicka, 1988dr example, the adjective
‘ferocious’ for the noun ‘dog’ denotes only one litya property of the ‘dog’.
Similarly adverb in a language is a word that ieduso describe or change the
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meaning of a verb. The nouns, verbs, adjectives tandome extent adverbs in
Kannada can be categorized as content words. Tdwdent words form the basic
building blocks of sentences. The prepositionsjwmtions and pronouns along with
grammatical articles form a group called as functirds. The function words relate
content words with others in a sentence to obtagmaamatically correct sentence,
emphasizing the grammatical relationships with otherds in the sentence. Hence

they have no definitive lexical meaning unlike eritwords.

Content words were considered in the present sagsdyrey carry most of the
semantic information. Whereas, function words sashpronouns, prepositions and
conjunctions as stated earlier, do not have clesanimg at lexical level but have
pivotal role in syntactic structure and sentensamantics. Hence function words
usually carry less semantic information. Therefmmeencountering a content word, a
listener not only has to find a match in the phogalal store but also has to access
the meaning of the word whereas on encounteringnatibn word, listener only
needs to match the words to a phonological sequenced (Field, 2004). Most of the
adjectives and adverbs in Kannada are derived fnoons and verbs. Study of
adjectives and adverbs undoubtedly sheds lighthenintricacies of the semantic
representation. However the focus of the studynisnouns and verbs that provide

insight into the semantic aspects of language.

Nouns in Kannada, similar to English are fairly plencompared to verbs and
can stand alone. Nouns included in the presenydiabnged to the type of nouns in
Kannada known as ‘common nouns’. The common noumssuged to describe
concrete entities such as /na:yi/‘’do g’; /me:dzable’. Hence such simple noun
stems [E.g., /bekku/ ‘cat’] denoting concrete cquisevere used as stimuli without
any morphological inflections attached to it. @e bther hand, verbs in Kannada are
more complex than in English as they are highliesteéd due to agglutinative nature
of Kannada. Verbs in Kannada usually occur in twonis namely finite and non-
finite forms. The finite verbs in contrast to ndimite can stand alone without any
morphological inflections following them and theygaisually found at the end of the
sentence (SOV). For the purpose of present stuchpls verb stems of finite forms
(imperatives) consisting of verb stem + i or + ug /kudi/ ‘drink’, /nungu/
‘swallow’] and verb stems with minimum amount of mpbological inflections were

selected as they can stand alone.
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An initial set of 450 words (common nouns and &mterbs) was collected
from Kannada dictionaries, web references
(http://www.cfilt.iitb.ac.infcommonwords/2000-karipand from two native speakers
of Kannada. The two native speakers had post-gtade@ucation and belonged to
urban areas of Mysore. They were instructed toigeoa list of common nouns and
finite verbs frequently used in Kannada. The 45@dsdhus collected were subjected
to familiarity rating by 3 experienced professian@bpeech language pathologist,
Special Educator, and a Linguist). The three espeted the words using a 3-point
rating scale where 2 indicates very familiar, loadés familiar and O indicates less
familiar. Words rated as very familiar and famil{aelatively unambiguous words or
words with dominant meaning) by at least two of thgers were included in the
study. A total of 300 words, ‘200’ nouns belongittgg10 semantic categories and
‘100’ verbs belonging to 7 semantic categories wsaiected (the categorization of
verbs was adopted from Levin, 1993 as in Vinsoi®920The words in IPA included
in the present study along with their English ttatisn, semantic category and the
domain to which they belong are presented in thgefdix A. The semantic
categories to which the nouns and verbs belong weriéed by three judges who
were native speakers of Kannada. The semantic aréegto which the nouns and
verbs belong have been listed in Table 1. Twengiteout of 200 nouns (see
Appendix A) were words from English which were imbéd as they are generally
used in day to day life by native speakers of Kaanand are an indispensable part of
Kannada vocabulary and lexical corpus of spokeguage (Mahalakshmi Prasad,
personal communication, 2012). Since these borrowedds were rated more
familiar than their translational equivalents inrfkada, they were included.
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Table 1.Semantic categories of nouns and verbs (numbeoufsan parenthesis)

Nouns Verbs

Animals (30) Body action (48)

Body parts (12) Body sense (7)

Clothing (14) Construction/ destruction (9)
Food (20) Cooking (4)
Fruits/vegetables (29) Motion change (9)

Nature (22) Noises (9)

Common objects (37) State change (14)
Profession/sports (10)

Tools (13)

Vehicles (13)

A pilot study was conducted on 10 participantsheak for the feasibility of
task and comprehensibility of instructions providedrticipants were native Kannada
speakers undergoing graduate and postgraduatetiesu@dlean age = 23.4 years,
SD= 4.5). Participants reported that the task waspknmand instructions were
comprehensible. Following this, for the main stullg test items were assigned on a
pseudorandom basis into ten word lists each cantaidO nouns and 10 verbs that
were distributed across the data sheets on a rabdsis. Pseudorandom assignment
of words into lists was employed to ensure as fapassible even distribution of
words belonging to all semantic categories in tees.| In each word list, the words
were arranged in approximately five pages, thusildiging six words in each page of
that word list. Further, ample space was providemaelath each word for writing down
its semantic features. Each word was marked tacateiwhether it was a noun or
verb. Thus 10 sets of data sheets were preparddicimg 30 words each for the main

study.

3.3 Procedure

The participants were provided with 30 words ankkedsto write in the 10
blank spaces the semantic features that they tiesk describes each word. Semantic
features were defined to them as words or phrasesn waken alone provide single
piece of information about the meaning of the tiesh given above. For instance, the
semantic feature <has legs> for the target iteng”dgives a single piece of
information about the word ‘dog’. All the featurbsted, taken together should be
sufficient to define and describe that test iteiime Pparticipants were instructed to list

features that describe the test item instead ahgiassumed associations without
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semantic relatedness. For example, for the word, ‘¢he generally assumed
relationship by the TV viewers is ‘Tom’ and for therd ‘rat’ it would be ‘Jerry’.
Such associations are not acceptable as valid mespas they will not help explain
what that word actually stands for. They were gsovided with written copy of
instructions and four examples (2 nouns and 2 Yeviih features generated for their
reference, along with the lists. The four examppesvided were the features

generated by participants in the pilot study.

3.3.1 Instruction

The participants were provided with the followimgtructions:

“In this study, you will be given lists of 30 wortls describe in Kannada
using features (described below). For each word pave to write down all the
features that describe the given word. For exanpe features ‘fruit, red, round,
sweet, healthy, etc.” may indicate ‘Apple’. Eachtfiee should contain as fewer
words as possible. The features you list when cosabshould be able to describe the
meaning of the word. List all the features thatl \Wwelp to clearly identify the word
from among similar words. Key features may be im@id in words and not in
sentences. The words have also been marked whb#yeare nouns or verbs. Please
define all words in the order provided and try twntplete each word before moving
on to the next. There are 4 examples of listedufeat provided below for your

reference. Thank you”.

The data collection targeted at obtaining writtemantic feature data from a
total 300 participants for 10 lists (30 participamder list). The 10 lists of words
prepared were initially distributed among 500 m#ptnts in order to compensate for
data attrition. The data was collected in theisstaoms as a group and participants
were requested not to discuss the responses vginsotAll participants were asked to
take as much time as necessary to complete theataksknost of them completed it
within 90-120 minutes. 28% of the participantséddilto return the data sheets back
(142 out of 500). 16% of the data sheets retunnece either incomplete or the
participants failed to understand the task. Sudh dhaeets were discarded (16% i.e.
58 out of 358) and not included in the study. Témaining 300 data sheets collected
from 300 participants formed the final data thaswdilized for further analysis. The

data obtained consisted of lists of semantic featuwritten in Kannada by
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participants that helps to describe the target wbrdhe data, each of the ten word
lists containing 30 target words were filled by @&rticipants, hence each word had

30 participants who had generated semantic features

3.4 Analysis and tabulation of data

The final data of written semantic features for mo@and verbs in Kannada
was compiled for 300 words. The total features ggre were about 48,170 features.
Considering the large number of responses to beded and analyzed, a computer
database was necessary as it was not practicalalyze it manually, which would
have made it error prone. Hence custom softwaredeasloped with the help of a
software consultant for this purpose. The custorftwsoe was developed using
Microsoft Access 2007. It allows easy data entrgt marious kinds of analysis over
the stored semantic feature data. All the respomsee entered into the database

using an interface designed with Microsoft Visuasic.

The custom software designed had four specifictioglal tables labeled as
follows:
Word
Volunteer

Feature

A

Response

The 300 target words along with the semantic categpowhich they belong
and the domain to which the word belonged (a nauredb) was entered into the first
relational table named ‘WordF{gure 6. For example, as depicted below the target
word /a:ne/ (elephant) was entered into the datbader the domain of ‘nouns' and
under the semantic category of animals. The 3Qfetarords are listed in Appendix
A.
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j fea’_c_ure‘zj_fﬂ response'1 fj woluntesr |j Wuld\-‘\

word_names Al is_noun -~ semantic_field
e animals
# alilu anirmals
|H baathu koli animals
# beklu animals
| chirathe animals
+ chitte animals
|# gini animals
# goobe animals
{# haddu animals
# halli animals
[H hasu animals
= huli animals
[l animals
# jinke animals
| kaage animals
# lkappe animals
|| karadi animals
* latthe animals
|# kagile animals
= kol animals
| othi animals
# eudure animals
[ feuari animals
F meenu animals
{H mola animals
# naayi animals
[ mavilu animals
Recordi 4 4 [Lof300 | » ki b | W (e Filter | [5earch

Figure 6Relational table ‘word’.

The second table named ‘VolunteefFigure 7 had columns to enter
demographic data of participants and it generatellinteer ID code for each

participant entered.

j 'IDII.II‘IIBEI-\"-,_
'u'{nl_narr:le - vol id  «t affiliation
H| R 302 MFGC COLLEGE
H AT 303 MFGC COLLEGE
+ PS 304 SV COLLEGE
H BSV 305 XYZ COLLEGE
# MS 306 ®YZ COLLEGE
* (e

Figure 7. Relational table ‘volunteer’

The next table constructed was called the ‘Featiifigure 8 table wherein
all the unique features generated by participangsewentered and was stored.
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Information about the type to which the featureobgked (see section 4.2.3 for details

of type of features) was also entered in this table

=+ feature--"x_
feature _name - category -1
+ bejaru Affect emotion
+ gaurava affect emotion
|* hudugiyarige priya Affect emotion
# [irilkiri affect emotion
|* makkalige ishta affect emotion
+ manasigge muda Affect emotion
|H icecream maduthare asoaciation
+ gane association
|* agasa association
+ gthe sose association
|H baachanige association
+ baayi association
|® bag association
+ palapa balasuthare association
|# banale association
+ pandulka association
|# bench association
+ penki association
|H besige association
+ bhava geethe association
| bisilu Association
+ chalkpisce association
|* chamacha association
# chathri association
|# cricket aaduthare association
+ devaravigraha association
# dhooluiddare seenuthare association
|| Record: M 1of 4150  F M ¢ | e M Filt Search

Figure 8 Relational table ‘feature’

The fourth relational table named ‘Respondeggre 9 had four columns
namely volunteer ID code, word name, feature nangerank. Typically a row in the
‘Response’ table captured the response given bgriécipant for a particular word.
Additionally rank of the feature was also capturiédhe participant has generated a
feature first then it holds the rank ‘1’, featurengrated second holds the rank ‘2’ and

SO on.
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| 1 response
volunteer id | word _name " feature _name 4 rank |
1 aane ambari horuthade P
1 aane halishta 3
1 aane dasara meravanige 6
1 aane doddadu 2
1 aane eardu danta ide 4
1 aane kappu banna 5
1 aane prani 1
i heetroot aarogyage olleyadu 3
1 heetroot gaada kempu banna 2
1 heetroot khaara thinusu madabahudu 5
1 beetroot protein iruthade 4
1 heetroot sihi thinusu madabahudu [
1 beetroot tharakaari 1
1 bende kaayi chapaathi jothe thinnuthare 4
1 hende kaayi hasiru hanna 5
1 bende kaayi  jnapaka shakthi hechhuthade 2
1 hende kaayi palya maduthare 3
1 hende kaayi tharalkaari 1
1 bucket helli inda maduthare 4
1 bucket hithale inda maduthare 5
1 bucket kabhinadinda maduthare 3
| record; 1 ot ) ”':{ITJ| { i I|.ISaearfﬁul'u‘“‘lu'tl !

Figure 9.Relation table ‘response’

In order to enter the responses into the datalaagsual basic interface was
constructed. This interface was called ‘Add Respofrm’. It had dropdown
comboboxes for volunteer ID, word, feature and rdRigure 10 where in the
semantic features generated by a participant fat plarticular word along with the
volunteer ID of the participant was entered. Thagg had provision to enter the rank
of the feature generated by the participant. Thgepalso included text box and a
command button to add new semantic features alatigtire information about the
type of feature. With this infrastructure, the tatasponses of 48,170 features were
manually added to the database.
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] Zg| AddResponseForm

=] Add Response Form

Volunteer Word Feature Rank

119 » aane v| sondiluide R L v
: = Add Respone

MNew Feature Feature Category

Add Feature Refrash

[Recare 4 < [1of 47643 | ¥ W b | o fite |[Search

Figure 1Q Visual basic interface ‘Add Response’

During this process of data tabulation, instancdsere participants had
generated synonymous feature names [for E.g., ihakld /pakshi/ meaning bird for
the word ‘ka:ge’ (crow)], one of the names that evéequently listed (/hakki/) was
selected and replaced for all the synonyms sotkigae is uniformity in representing
same piece of information. It was also noted tlmahes of the features generated
consisted of conjoint features wherein few of theipipants had provided two pieces
of information together. For example, the featuhas<four legs> was generated for
the word ‘dog’. This feature has two bits of infation namely <has legs> and <it is
four in number> such compound features were coresidas two different features.
Thus all the features generated by participantsevatored in the relational table
named ‘feature’. This ‘feature’ table was constanipdated, if a participant had
generated a new feature during the process ofiegtersponses into the database. On
encountering a feature that was already presetitarifeature’ table, it was simply
selected from the table. Thus the total numbeurofue features generated by the
participants was 4,150 in number. To check for ridebility of the procedure for
data tabulation, 10% of the data were randomly csede and were separately
tabulated by a Speech-Language Pathologist whisasretive speaker of Kannada.

The judge was initially familiarized with the stejpsolved in the procedure used for
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data tabulation. Percentage of agreement for tbeabulated data resulted in 96.4 %

agreement calculated using the following formula:
Number of agreements / total number x 100

Thus, the entire set of written responses werelasdml into the database
which contained features generated for words, aleri the type to which the
feature belonged to. Further, the database thuaingot consisting of semantic
features was processed using multiple computerranogy These programs were
written using the programming language called ‘Bgth To refine and remove
spurious idiosyncratic features each feature libetewer than five participants were
eliminated from the data. Hence a python prograrms watten in order to discard the
features that were generated by less than fivacpebts. This resulted in 1,889
unique features generated five or more times inethire database. These features
were considered for further statistical analysisug, the semantic feature data in the
form of computer database which is manageable avduptive for future studies of
semantic organization and representation were mmddaor Kannada nouns and verbs.
Following this, the database was subjected tossizdl analyses that are reported in

the next chapter 4.
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Chapter 4: Results and Discussion

The present research aimed to describe the ordemzz nouns and verbs in
the mental lexicon based on semantic feature bligtan. Hence collecting semantic
features formed the first objective of the studiieTirst step towards this objective
was to select stimuli that included 200 familiauns and 100 verbs in Kannada. The
next step was to collect semantic features forsdmae from the native speakers of
Kannada. The semantic features were extracted trmmresponses listed by the
participants (as described in the previous sectiBajnantic features were studied to
understand the lexical semantic representatioroag@hization in the mental lexicon.
Hence to address the research questions of themrstidy, the collected semantic
features were analyzed using appropriate statistmals for distribution of the

following semantic feature properties.

1) Number of features
2) Featural weights

3) Feature types

4) Distinctive features
5) Shared features

6) Featural correlation

The above semantic feature properties help to staledt the nature of
semantic representation. Hence they were analyzttd respect to the domains of
nouns and verbs. In order to understand role dfetleemantic featural properties in
categorization of words into their respective seticacategories, distribution of the
features were analyzed for each of the 17 semaatiegories. With respect to the
tertiary objective of developing a framework fommdel of semantic representation
using semantic features, the obtained data waggsed for cosine similarity and the
structure of mental lexicon was visually modeledngsJavaScript based on the
semantic distances of words. The extended objedivthe present study was to
compare featural properties of nouns and verbsann&da with nouns and verbs of
English Language. In order to understand the natfirthe data obtained and its
contribution to semantic representation in Kannatatjstical analyses were carried

out employing Independent t-test, Mann-Whitney Bk,t€earson’s product moment
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correlation and Wilcoxon signed- rank test with Boroni correction. The next
section (4.1) describes the processing of the mwastic feature data to facilitate

analysis.

4.1 Weight Matrix

The Weight Matrix is fundamental to all the anadysarried out in the present
study. The weight matrix is a Word X Feature matvishere every cell in the matrix
holds the cumulative count of the number times aui®@ has been reported for a
word. For Example, consider Table 2 that holds mmwes from the response table

described irFigure 9

Table 2
Example Response Table
Volunteer Word Feature Rank

1 aane DoddaDu 1
1 aane kappu 2
1 mola cikkaDu 1
1 mola biLi 2
2 aane kappu 1
2 aane DoddaDu 2
2 mola cikkaDu 1
2 mola bilLi 2
3 aane kappu 1

This response table has four unique featu@sdfdaDu, kappu, cikkaDu,
biLi} generated for two wordsa@ne, mol& The resulting Weight Matrix is a 2X4
matrix with two rows for the words and four colunfos the features. The summation
of all the cells in the weight matrix is nine, whics the number of responses. The
Weight Matrix is depicted in Table 3. In the talide instance, the matrix entry for
(aane, Kappuyis three becaus€appuhas been reported three times &anein the

response table.

*The terms Weight matrix and Word x Feature matréxused interchangeably in this thesis.
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Table 3
Example Weight Matrix

DoddaDu kappu cikkaDu bilLi
aane 2 3 0 0
mola 0 0 2 2

The Weight Matrix was thus generated from the cetepkesponse table,
which was of order 300 X 1889. A python programkt@s input the response table
and generated as output the weight matrix. In tlarirg examining row vectors
allows us to study properties of words, while exang column vectors allows us to
study properties of features.

4.1.1 Weight Matrix with Decaying Weights A volunteer’'s response
consists of multiple features per word. The oraemhich the volunteer listed the
features has to be accounted. A volunteer may hstezl features that he strongly
associates with the word first. The order in whicé volunteer listed the features had
been recorded in the database as a field calledK’Res shown in Table 2. In order to
provide emphasis for the ranks of the features ywed, the features were assigned
decaying weightages of the order of 5 based om thaks. For instance, the feature
with rank 1 was assigned a weightage of 5, thaifeawith rank 2 a weightage of 4 in
decreasing order, similarly feature with rank 3ereed a weightage of 3 and fourth
rank 2. The remaining features from rank 5 onwaet®ived weightage of 1. For

example, Table 4 shows the weight assignmentsauittaximum weight of 5.

Table 4

Example Decaying Weight Assignment
Rank 1 2 3 4 5 6 7 8 9
Weight 5 4 3 2 1 1 1 1 1

This strategy of decaying weights emphasizes tamifes that were produced
first, denoted by their ranks as these featurdsattgaproduced first by the participants

can have higher relevance in describing that pdeticconcept.
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4.2 Analysis of Semantic Feature Properties

4.2.1.Number of features.The semantic features obtained were initially
analyzed for distribution ohumber of featurescross the domains of nouns and
verbs. For this purpose, the total number of seiméeditures generated for each word
was calculated. A word is characterized by its esponding row in the weight
matrix. Thenumber of non-zero entries in the row ved®ithe number of features
reported for a word by all the participants. Foamyple, Table 6 depicts a weight
matrix with 3 words and 6 features; the number @i-mero entries for Word1 is 3,
which is the number of features reported for thatdy

Table 6
Number of Features from Weight Matrix

Featurel Feature2 Feature3 Feature4d FeatuFeEature6 Number of

Features
Word1 0 0 3 5 0 2 3
Word?2 2 0 4 0 0 0 2
Word3 0 2 1 3 2 0 4

The total number of features generated for 200 svgrdhe domain of nouns
was 7,474 and for 100 words in the domain of verese 3,029. The average number
of features produced for each word in nouds< 37.37,SD = 8.8) was greater than
that of verbs M = 30.29,SD = 9.3). In order to compare whether the differenoes
the mean number of features between the two donveassstatistically significant,
two tailed Independent t-test was conducted. Thet tevealed a statistically
significant difference t((298) = 7.15,p< 0.001) in the mean number of features

between nouns and verbs.

Number of features was also studied with respedetoantic categories for
which the features were generated in both the dmnai nouns and verbs. In the
domain of nouns, out of the 10 semantic categotigghest average number of
features was generated for the semantic categehyckes’ M = 45.16,SD= 6.2) and

the least for semantic category ‘profession/ spis= 27.6,SD= 7.6). The average
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number of features generated for each of the seen@ategory of noun along with the

standard deviation is shown in Table 7.

Table 8.Average Number of Features - Noun semantic categori

Semantic categories Mean SD
Nouns N

Vehicles 13 45.16 6.2
Nature 22 40.37 10.5
Animals 30 39.44 7.5
Fruits/vegetables 29 38.38 7.1
Food 20 37.9 7.1
Clothing 14 37.86 6.3
Common objects 37 37.84 6.8
Body parts 12 33.67 8.8
Tools 13 32.7 6.3
Profession/ sports 10 27.6 7.6

In the domain of verbs highest mean number of featwas generated for the
semantic category ‘cookingM = 35.75,SD = 11.7) and the least mean number of
features for ‘motion changeM = 24.89,SD = 8.9). Table 9 shows the average

number of features generated for verbs along wighstandard deviation.

Table 9

Average Number of Features -Verb semantic categorie
Semantic categories Mean SD
Verbs

Cooking 4 3575 11.7
Construction/ destruction 9 34.34 7.6
Body sense 7 3315 83
Noises 9 31.89 9
Body action 48 30.8 9.4
State change 1427.22 9.7
Motion change 9 2489 89

To check for differences, if any, in the numberfeftures generated with

respect to the semantic categories, parametricntsiely, Independent t-test was
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administered for data with normal distribution arah-parametric test namely Mann-
Whitney U test was administered for data with nonamal distribution. The semantic
categories were analyzed with each other separnatehe two domains of nouns and
verbs for the distribution of number of featuresthie domain of nouns there were 10
semantic categories and 7 for verbs. The total mumnob combinations of semantic

categories to be compared was calculated accotditigg following formula
ncn (n-1)/2
where, C= Combination and n = number of semantegcaies

The above formula permitted 45 combinations for XBesemantic categories
of nouns and 21 for 7 semantic categories of vdrlaependent t-tests (for normally
distributed data) or Mann-Whitney U test (for nasrmal distribution) were
administered on these semantic category pairs. régalts of the test revealed
statistically significant difference in distributicof number of features for a total of
20 semantic category pairs out of 45 analyzedHerdomain of nouns. It is evident
from the results that in the category of nounshieles’ was found to be having
significantly higher number of features comparedaliothe remaining 9 semantic
categories analyzed namely ‘body patt§J3) = 4.09p < 0.001], ‘animals{ (41) =
4.098,p = 0.01], ‘fruits/vegetablest[(40) = 3.11p = 0.003],'common object’[(48)
= 3.54,p = 0.001], ‘food’ U (30) = 47.00p = 0.001], ‘clothing’ [ (25) = 3.23p =
0.003], ‘tools’ [t (24) = 5.43p < 0.001], ‘profession/ sport$’[21) = 6.63p < 0.001],
and naturet[(33) = 2.14,p = 0.03]. The semantic categories of ‘animals’ had
significantly higher number of features comparedh® semantic categories namely
‘profession/ sports’t[(38) = 4.57,p < 0.001], ‘tools’ | (41) = 2.96,p = 0.005] and
‘body parts’ [ (40) = 2.258p = 0.029]. Similarly, the semantic categoriesfafits/
vegetables’ had significantly higher number of teas compared to the semantic
categories ‘tools’t[(40) = 2.59p = 0.013], and ‘profession/ sport$’(B7) = 4.31p <
0.001]. The semantic category of ‘food’ also resdilin significantly greater number
of features compared to ‘tooldJ[(31) = 73.00p = 0.018], and ‘profession/ sports’
[U (28) = 28.50p = 0.001]. The remaining categories such as clothimgj common
objects also resulted in significantly higher numle semantic features than
profession/ sports and tools (clothing Vs. professisports § (22) = 3.914,p =
0.001], clothing Vs. toolst[(25) = 2.272p = 0.031]; common objects Vs. profession/
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sports { (45) = 4.344,p < 0.001], common objects Vs. tools(f8) = 2.486,p =
0.016])

However for the domain of verbs statistically sfgraint difference was seen
only for the semantic category ‘Motion Change’ agaithree semantic categories
namely ‘Construction/ destructiont (16) = -2.68,p = 0.015], ‘Cooking’ U (11) =
6.00 p=0.03] and ‘Body sensel[(14) = 11.00p = 0.01]. There was no statistically
significant difference in the number of featuremeyated for the remaining 18

semantic category pairs analyzed.

4.2.1.1 Discussion. The semantic feature data were initially analyzed f
distribution of the feature property called the tiber of features’ generated for
target words. Number of features was considereid igsthe basic and informative
measure that can be used for comparison acrossetmantic feature data. This
feature property is also important as it is a measd semantic richness. More the
number of features generated higher the semactioess of that concept. It is also
important to evaluate this feature property becausst of the theories of mental
lexicon (E.g., Conceptual Structure Account by Ty al., 2000) claim that some
concepts tend to have more number of features caugda others. The number of
features was studied for its distribution broadtyoas the domains of nouns and
verbs. From the results it is evident that the meamber of features generated for
nouns M = 37.37,SD = 8.8) were greater than that for verbt £ 30.29,SD = 9.3)
reaching statistical significance(R98) = 6.37p < 0.05). The results obtained can be
considered to reflect the nature of organizatiod @presentation of nouns and verbs
in the mental lexicon. The participants were ablgenerate more number of features
for nouns than verbs. The difference in the distidn of number of features across
the domains of nouns and verbs noted in the prestwly can be attributed to
concreteness and imageability of a concept. Inrolmleenerate semantic features,
participants refer to a mental imagery creatednenfor the task, which includes the
essential features that describe the target comcé@pis mental imagery has been
developed through repeated multisensory exposurantb interactions with the
concepts represented by the target words (McRaeg, Geidenberg, & McNorgan,
2005) and hence concreteness of a concept playspamtant role in the formation of
mental imagery. Since concrete concepts are maiy ggocessed and understood

through sensory modalities, it is plausible thatareteness of a concept enhances the
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number of semantic features that can be associwteda concept and participants
can readily access these features that are repedssmmongly through multisensory

exposure.

The nouns of Kannada used in the present studwydacimainly words
representing concrete concepts. While it is true therbs in a language represent
more abstract concepts compared to nouns repregestancrete concepts, verbs tend
to possess lower proportion of sensory featureag®i, 2009) compared to concrete
nouns and hence it may be difficult to produce ramlisemantic feature like
information in their mental imagery. This abstrawature of verbs may have
contributed to generation of less number of featw@mpared to concrete nouns in
the present study. Another factor contributinghis difference in distribution could
be the difference in the nature of verbs and naise#. Even though nouns and verbs
of a language are classified as category of comemtds, there are significant
differences between the two domains. To understaros and describe them, context
plays a vital role. The action represented by tkebvis a continuous relational
process, taking place with respect to a referergreds concrete concepts represented
by nouns can be understood in isolation (Vinson igligcco, 2008). Representation
of verbs that involve dynamic entities that unfalddtime may have resulted in the
difference in the semantic featural makeup of k@ domains. Similar differences in
the distribution of number of features for the dameof nouns and verbs were also
reported by Vinson (2009) for English language.

The results of the study indicate that distributcdmumber of features across
semantic categories of nouns is more prominent tinanof verbs. Further analysis of
number of features was carried out to obtain meanber of features for each of the
10 semantic categories of nouns (Table 8) and asemcategories of verbs (Table
9). This detailed analysis revealed that amongstrmeantic categories of nouns, the
participants were able to generate highest numlbefeatures for the category
‘vehicles’ compared to all others (Table 8). Themier of features produced by
participants for semantic categories, in the dediogn order were as follows:
‘animals’, ‘fruits/vegetables’, ‘food’, ‘clothing’;common objects’, ‘nature’, ‘body
parts’, ‘tools’ and ‘profession/ sports’ (Table &his trend in distribution of number
of features across semantic categories can béuw#d to the ease with which the

participants can consult their mental images toeggte features. The higher the
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perceptual and or imageable (concrete) featur@scohcept, larger are the number of
features generated by the participants. For instaie number of features generated
for ‘animals’ M = 39.44,SD = 7.5) is higher compared to ‘profession/sporid’ £
27.6,SD=7.6).

The mean number of features calculated for the stma&ategories was
analyzed for statistically significant differenced, any, across the semantic
categories. The results showed that the semantegaaes of nouns had more
number of statistically significant differences (80t of 45 semantic category pairs)
compared to semantic categories of verbs (3 o@tlasemantic category pairs). This
result is in concordance with the nature of noud warb categorization stated in
literature (Vinson, 2009). The semantic categoiaradf verbs of a language differs
from nouns, as also reported by Vinson (2009)eims of the semantic featural make
up and properties. The prominent differences sedaha features of noun categories
can be because the nouns tend to possess more moinfid&tures referring to narrow
semantic fields. Hence the featural makeup may sapyificantly from one semantic
category to another, which has been replicatedarptesent study. Verbs on the other
hand possess more features that broadly apply sacnde range of semantic
categories, which has resulted in reduced diffexemc distribution across their
semantic categories. It is also true that semdeditures are very strongly correlated
with the semantic category and hence are applidabtemly few semantic categories
with respect to nouns than that of verbs.

The feature property with regard to number of fesgus useful to understand
the differences in the nature of representatiomains and verbs. The number of
features generated provides insight into the cdntemd structure of mental
representations of nouns and verbs. The differentiee representation of nouns and
verbs of a language is also highlighted from thalysis. However, it may not be a
very good measure to provide complete picture pfegentation of mental lexicon as
it only considers features generated by particpanithout considering how
important that feature is in describing the concdptorder to obtain further in depth
understanding of semantic feature make up of namg verbs the analysis of
semantic feature data for featural weights wasezhout in the present study. Feature
weight considers the number of participants gemmeggdéatures, which is a more valid

featural property (Vinson, 2009) that can be stddie
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4.2.2. Featural weights.Featural weights indicate the total number of
participants who have generated a particular feafir a given word. This property
was studied as they provide more in depth inforomagibout semantic featural make
up than number of features. They are also consider&e more reliable measure of
semantic composition and a precise reflection oé thnderlying meaning
representation of words (Vinson 2009) as it cagttine importance of each feature in
defining a concept based on participant’'s respoR&ature weight values were
calculated for each feature of a word, by calcaotathe number of participants who
generated that feature for that word as describetld section 4.1. For example, (as
shown in Table 10) 29 participants produced thdufea</prani/> (animal) for
‘la:ne/’ (Elephant), so the feature </pra:ni/> gatsveight value of 29 for ‘/a:ne/
(Elephant). Similarly featural weight matrix wastaibed for 1,889 unique features
listed for 300 words. Thus the matrix obtainedha present study is of the order 300
x 1889 where 300 rows represent the target wordsla®89 columns represent the
total number of unique features generated (A listhe six features with maximum
feature weights for each word generated in thegmtestudy has been uploaded and is
available for viewing at http://tinyurl.com/lexicalidy). Following this, the featural
weight obtained in the word x feature matrix fockeavord (values in each row of the
matrix as in Table 10) was added together acro89 i@atures to obtain summated
featural weights with respect to each word. Thues ghmmed featural weight was
obtained by combining the featural weights acrdsshea features generated for a
given word in the set, which was calculated for 3@6rds across the data. The
summed featural weights were further analyzedHeirtpattern of distribution across
the data.

Table 10
[llustration of Word X Feature matrix

Words Feature Feature Feature Feature Feature Feature Summe

1 2 3 4 5 6 d
/pra:ni/ /DodaDu /cikkaDu /Dodda /kappu/ /biLi/ Featural
/ / Kivi/ weight
[aane/ 29 28 0 14 29 0 100
/mola/ 28 0 18 21 0 28 95
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Distribution of summed featural weights across dos@f nouns and verbs
was also analyzed. The mean featural weight gesgefat the domain of nouns 4
= 165.33,SD= 37.4 and for the domain of verbsMs= 101.68,SD= 27.0. The mean
featural weight generated for nouns was greaten that of verbs. In order to
compare whether the differences in the distribubbmean featural weight between
nouns and verbs was statistically significant, ttaded independent test was
conducted. The results showed statistically sigaift differencet((298) = 16.92p <
0.001) in the distribution of featural weight.

Featural weight was also studied with respect toaseic categories for which
the features were generated in both the domainsoohs and verbs. The average
featural weights generated for each semantic cegefacnouns and verbs are listed in
Table 11 and Table 12 respectively. While the rsgtieatural weight among nouns
categories was generated for ‘anim®f € 193.00SD= 53.2) and the lowest featural
weight for ‘profession/ sportsM = 137.00,SD = 44.3), that for verbs, the highest
featural weight was generated for the category Kiap (M = 117.00,SD = 43.4)
and the lowest featural weight for the category tioro change’ 1 = 80.00,SD =
45.4).

Table 11
Average Featural weight -Noun semantic categories

Semantic categoriesMean & SD

Nouns

Animals 193 53.2
Fruits/vegetables 189.21 50.3
Vehicles 183.16 49.6
Food 170.25 50.9
Body parts 158.34 44.9
Nature 157.23 39.8
Common objects 151.79 456
Clothing 150.43 44.0
Tools 150 43.4

Profession/ sports 137.3 443
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Table 12
Average Featural weight - Verb semantic categories

Semantic categories Mean & SD
Verbs

Cooking 117 43.4
Body sense 107.7244.4
Noises 107.34 44.8
Body action 105.63 29.6
Construction/ destruction 100.78&5.5
State change 91.65 44.7
Motion change 80 454

Following this, similar to number of features, tHestribution of featural
weights across different semantic categories wagpeaoed for statistical significance.
Independent t-test (for normal distribution) or Mawhitney U test (for non-normal
distribution) was administered for 45 combinati@isioun semantic categories and
21 combinations of verb semantic categories. Thault® revealed statistically
significant difference in distribution of featuraleight in the 24 semantic category
pairs of nouns out of 45 analyzed. It is evidewirfrthe results that the semantic
category ‘animals’ was significantly different as had more featural weights
compared to ‘common objectd’ (65) = 6.203p < 0.001], ‘food’ |t (48) = 2.644p =
0.011], ‘clothing’ t (42) = 4.233p < 0.001], ‘body parts’'t[(40) = 3.15p = 0.003],
‘nature’ [t (50) = 4.467p < 0.001], ‘tools’ [ (41) = 4.059p < 0.001] and ‘profession/
sports’ t (38) = 4.799p = 0.015]. The semantic category of ‘fruits/vegetablas
found to have significantly higher featural weightempared to the semantic
categories namely ‘common objects’ [t (64) = 6.642,0.001], ‘food’ |t (47) = 2.65,

p = 0.011], ‘clothing’ [ (41) = 4.672,p < 0.001], ‘body parts’t[(39) = 3.37,p =
0.002], ‘nature’ f (49) = 4.439p < 0.001] ‘tools’ | (40) = 4.446)p < 0.001] and
‘profession/ sports’t[(37) = 5.459p < 0.001]. The semantic category ‘vehicles’ had
significantly higher featural weights compared ke tsemantic categories namely
‘clothing’ [t (25) = 3.214p = 0.003], ‘body parts’t[(23) = 2.179p = 0.039], ‘nature’

[t (33) = 2.803p = 0.008], ‘tools’ | (24) = 3.028p = 0.005] and ‘profession/ sports’
[t (21) = 3.957,p = 0.001]. The semantic category ‘food’ was found ke
significantly higher in distribution of featural wghts compared to semantic
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categories namely ‘common objects’(p5) = 3.128p = 0.003], ‘clothing’ | (32) =
2.339,p = 0.025], ‘nature’ { (40) = 2.423p = 0.02], ‘tools’ |t (31) = 2.227p =
0.033] and ‘profession/ sportg’ (28) = 3.418p = 0.002].

For the semantic categories of verbs statisticsiliynificant difference was
seen for five of the category pairs against theasgim category of ‘motion change’
compared to ‘noisesy (16) = 15.00p = 0.01], ‘cooking * U (11) = 3.00p = 0.01],
‘body sense’ (14) = 7.00p = 0.006], ‘body action’ (55) = 99.50p = 0.006] and
‘Construction/destruction (11) = 17.50p = 0.02]

4.2.2.1. Discussion. The semantic features were analyzed for featuragiwe
as it considers along with features generated fowoad, the exact number of
participants who agree that a feature describeswbed. Featural weight can be a
very useful semantic feature property than numbéeatures to understand meaning
representation in the mental lexicon. This in tprovides valuable information on
how relevant a feature is in describing the conddigher the featural weight greater
the relevance of the feature as it indicates thatermumber of participants have
agreed upon it as a feature that describes a condemce featural weight was

studied for their distribution across the obtaisethantic feature data.

In order to understand featural weight distributitre featural weights were
calculated for all the unique features generatesedhan the number of participants
who had generated the feature for that word. Nunet,number of participants was
added together to generate summated featural wégheach feature (Table 10).
Following this the summated featural weights wenalgzed to see for the gross
distinctions if any, across the domains of nouns @erbs. The results revealed that
the featural weight distribution was significantlyfferent in the two domains. The
domain of nouns had significantly more featural giei(M = 165.33,SD = 37.4)
compared to domain of verb® (= 101.68,SD = 27.0). Even though the difference
between nouns and verbs was also evident for thebauof features analyzed in the
previous section, the difference noticed in casdeatural weight distribution was
more consistent and robust suggesting the eaggefmration of common features for
nouns compared to verbs across participants. Tétertd makeup of nouns can be
considered almost uniform across participants. Gheater uniformity of featural
makeup can be because concrete nouns in generahatdyave much contextual
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information associated with it as the context iniclihithese nouns occur are almost
always same. The uniformity in context of occureenmight have resulted in
generation of rather uniform mental image for thesecrete concepts. This receives
support from the data where more number of paditip generated same features for
the concepts resulting in higher featural weighliues. Verbs, on the other hand,
compared to nouns are dependent heavily on coataktrelational attributes. Each
verb in a language usually occurs in many contextieh also contributes to a great
extent to the realization of their meaning. Therefeerbs might be at a disadvantage
when the task is to describe them in isolated waddition using features. This
dependency of verbs on context and relation thatbeahighly subjective in nature
may have led to less uniformity in generation omooon semantic features across
participants. Hence there was significantly lesgueal weight distribution for verbs
compared to nouns. Similar findings where verbs English language had
significantly less feature weight in comparisonntmuns are reported by Vinson in
2009. The results also provide evidence that thms@and verbs in the mental lexicon
may differ in organization as a result of depengeat their meaning on context
which may result in a more complex representat@mmverbs involving context and
sentential semantic (or syntactic) information.sTtvend is further supported by the
results reported in the previous section for numblefeatures where nouns had

significantly more number of features generatea trexbs.

Following this, the featural weights were analyZed each of the semantic
category of nouns and verbs similar to number atuiee. The semantic category
‘animals’ had the highest mean featural weight5 193.00,SD = 53.2) and category
‘profession/ sports’Nl = 137.30,SD = 44.3) had the lowest compared to all other
categories of nouns (Table 11). This can be ateibio the reason that the mental
images of features representing words in the sameategory of ‘animals’ may not
have drastic discrepancies in terms of knowledgkehas little scope to vary from one
participant to another. The category of ‘animalas hwell-defined and unambiguous
features that help to describe them and distinguegh one another. This might have
resulted in generating more common features agadgipants with higher featural
weight. Category such as ‘profession/ sports’ om ¢hther hand has less specific
descriptions with wide variations among the pgpacits probably based on their

encyclopedic knowledge. Despite the above, thaufabtveight M = 137.00,SD =
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44.3) for this noun category was considerably highan the highest featural weight
of the verb category (‘Cookingl = 117.00,SD = 43.4). For the semantic category
of verbs the highest featural weight was generiethe semantic category ‘cooking
"(M =117.00,SD = 43.4) and lowest for the category ‘motion chan@é’'= 80.00,
SD = 45.4).This difference may be at because desmnigif the concepts in the
semantic category of verbs using verbal language lm a challenging task for
participants as some of the categories especialbtion changei! = 80.00,SD =
45.4) relies heavily on the spatial relational asp€McRae, de Sa, & Seidenberg,
1997) and contexts encoded in the mental imagehaikidlifficult to verbalize. This
might have resulted in lesser agreement amongcpatits to select uniform features
and hence produced fewer and varied semantic satontributing to less featural
weights.

The mean featural weights obtained for semantiegoates were subjected to
independent t-tests, results of which revealed thate were more significant
differences across semantic categories of nounsvanlos than reported for the
measure ‘number of features’. A total of 24 out4& semantic category pairs
differed from each other with respect to featur&ight for nouns whereas for the
semantic category pairs of verbs it was only 5afl21 combinations. As stated for
number of features, the difference in the distitutof featural weights across
semantic categories of nouns and verbs providéisdiuevidence that noun categories
tend to have specific features that are relevardanly limited number of semantic
categories. This specificity in distribution of feees is reflected in the results of t -
tests revealing more semantic categories of noangaty significantly from one
another than verbs, which tend to have more fesitinat are widely applicable across
many semantic categories. The concepts represenenigs may have varying
representation, which may result from unique catstéx which they occur, and thus
no hardcore features common across participanis.prbperty of features generated
for verbs have resulted in reduced difference até almost uniform in distribution
of featural weights across their semantic categor®milar results have been
reported in literature with respect to English laage for feature weight analysis
across semantic categories of nouns (Vinson, 2008 & McRae, 2007) and verbs
(Vinson, 2009). Thus the study of difference in ttistribution across semantic

categories can be considered imperative as theréateight might be a contributing
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factor for categorization of words into a categoFje featural weight also helps to
understand the relevance of respective featuresthfer words in the semantic

categories.

4.2.3. Feature typesWith the aim of understanding the featural compasit
better, the type and nature of each feature gesterats studied along with its
featural weights. Analysis of the types of semarfBatures generated by the
participants provides a clear picture of semargatiral makeup and importance of
each type of feature in representing meaning ofdaoiUnderstanding featural
makeup hence provides insight about the possiblgaheegions involved in the
semantic representation of words in the mentaktaxi The meaning representation
of words in the brain involves indirect activatiohthe sensory and motor modalities
of the brain. Classification of features into typeat correlates with the sensory/
motor processing areas of brain is very usefulndeustanding conceptual knowledge
representation as it provides neural basis of segmtation. Thus each feature can be
considered to reflect a type of knowledge thatasesl in the semantic representation
of the concept. Study of feature type distributbam also be helpful in correlating the
variations in semantic deficits resulting from dintial brain damage. The semantic
features obtained from the present study were itiedsnto 17 feature types. This
classification was based on the feature classificatalled brain region knowledge
type taxonomy proposed by Cree and McRae (2003)kand/ledge type taxonomy
by Wu and Barsalou (2009) to study perceptual satimrt. Hence the features

obtained in the present data were classified idtteature types as follows:

1) Visual- colour includes features describing the information tezlato
colour of the target concepts obtained throughatisuodality (E.g., <red in
colour> for ‘apple’)

2) Visual-parts and surface propertiesncludes features describing the
information related to parts and surface propertieshe target concepts
obtained through visual modality (E.g., <has tusk>elephant’).

3) Visual-motion includes features describing the information teslato
motion properties (e.g., how a thing moves) of thrget concepts obtained
through visual modality (E.g., <runs fast> for ‘eteh’).

4) Smell:includes features describing the information & thrget concepts

obtained through olfactory sensation (E.g., <sngsd> for ‘jasmine’).
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5) Sound: includes features describing the information abthé auditory
properties of the target concepts obtained thraugtitory sensation (E.g.,
<barks> for ‘dog’).

6) Tactile: includes features describing the information abthe tactile
properties of the target concepts obtained throiagtile sensation (E.qg.,
<sharp> for ‘knife’).

7) Taste:includes features describing the information abibet taste related
properties of the target concepts obtained thrangitatory sensation (E.g.,
<sour> for ‘lemon’).

8) Function:includes features describing the information alleaw we use an
object (E.g., <used to cut clothes> for ‘scissors’)

9) Location: includes features that describe the place wherelgect is
usually present (E.qg., < lives in forest> for ‘lipn

10) Systemic propertyincludes features that describe internal propeidiethe
objects (E.qg., <is carnivores> for ‘lion’).

11) Context:includes features generated mainly for words spreéng verbs
which describe the linguistic and/or social contexivhich the verb is used
(E.g., <fill water> for verb fill’).

12) Associationincludes features that depend on the associati¢argét word
with others. (E.g., <comes with chair> for ‘table’)

13) Evaluation:includes features that describe evaluation of lajead by the
participant. (E.g., <is dangerous> for ‘lion’).

14) Contingency: includes features that describe causation. (Egauses
tiredness> for ‘sun light /bisilu/’).

15) Affect emotion:includes features that describe the emotionaibates
generated by participants for the target words.(Egpd> for verb ‘cry’).

16) Taxonomic:includes features such as synonyms, antonyms, @ujieate
and subordinate generated for the target word.,(Eagpimal> for ‘dog’)

17) Encyclopedic includes features describing general knowledge which
cannot be classified into any of the feature tygiasve.

In order to study the distribution of feature typ#se word x feature matrix
that was initially of the order 300 x 1889 was reell to the order 300 x 17, by
classifying the 1,889 features into the 17 typescdbed above. To check for the

reliability of this classification of the featurato 17 types, 10% of the semantic
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features were randomly selected and were classBpdrately by a speech language
pathologist who is also native speaker of Kannaflhe judge was initially
familiarized with the definition of each featurgpgy Amount of agreement for the
feature type classification was 97%.

The featural weight values of features classifieth isame type were added
together to obtain featural weights for each typdeature corresponding to each
word. For example in case of word ‘apple’ the feasu'round’ and ‘smooth’ were
both classified into feature typasual form and surface propertie¥herefore the
featural weights of both ‘round’ and ‘smooth’ wemdded together. The data thus
obtained was further analyzed to account for prioporof each type of feature. For
this purpose the percentage ratio of each typeatife to that of total features was

calculated for 300 words as described below.

In the Weight Matrix, row vector of every word wagamined to see the
distribution of features across feature types. &@mple, in Table 13, the 6 features
{F1,F2,F3,F4,F5,F§ belong to one of the 3 distinct feature typeBlL{T2,T3 To
calculate the percentage ratio of a feature type,dumulative weights of all the
features in the type is divided by the summed fehtweight. For example, the
percentage weight of type T2 for word W1 is caltedaas (3+5)/10 * 100 = 80%

Table 13
Feature Type from Weight Matrix
Summed
FI F2 F3 F4 F5
Featural P1 P2 P3
(T (1) (12) (T2) (T3) (T3) _
Weights
W1 0 0 3 5 0 2 10 0% 80% 20%
w2 2 0 4 0 0 0 6 33% 67% 0%
W3 0 2 1 3 2 0 8 25% 50% 25%

F- Feature, W- Word & P- Percentage ratio

The distribution of feature types were studied urtshd conditions namely
‘unit weight’ where all the features irrespectivietioeir rank received the weight of
the order 1 and ‘decaying weight’ were the featusz®ived decaying weight of the
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order 5 based on their ranks (as described inosectil.1l). Following this, the
distribution of each type of feature was analyzeth wespect to domains of nouns,

verbs and across different semantic categoridseisettwo conditions.

The results of feature type distribution revealddtaof variability in the data
as reflected by the standard deviation (Table THhjs can be because, each domain/
semantic category may have only few feature types af 17 which were
predominantly present in their featural makeup #redrest of feature types were of
very small proportions. Hence it was noted thatdteendard deviations varied more
drastically for feature types that formed a smad@portion in the featural makeup of
a domain and/or category. Therefore in the presedtion, the feature types whose

standard deviation values are below the mean pogtesl and discussed.

The semantic feature type distribution, similar momber of features and
featural weights was studied with respect to thmatirdomains of nouns and verbs.
The results for unit weight, across nouns revedled the domain of nouns was
dependent on features belonging to the feature W&al form and surface
properties(M = 24.39,SD = 11.75). TheFunction or use of objects were the next
prominent feature type generatdd € 23.50,SD= 15.01). With decaying weights the
mean percentage dfunction features M = 23.12,SD = 16.37), Visual form and
surface propertiegM = 22.19,SD= 11.68) andraxonomideatures = 18.43,SD=
10.19) formed major proportion of features typdse Tean percentage ratios of each
feature type to that of total feature types obtaifte the domain of Nouns have been
listed inTable 14.

In the domain of verbs, the highest mean percentaii® under unit weight
condition was obtained for the feature typaxonomic(M = 22.41,SD = 13.34)
followed byContext(M = 21.77,SD= 19.15) andrunction(M = 17.91,SD= 14.49).
Similar trend was obtained for decaying weights nghie TaxonomigqM = 25.35,SD
= 14.79) features were more in number comparedl wtlzer feature types followed
by Context(M = 21.92,SD = 20.00) and~unction (M= 17.72,SD = 15.67). It was
also evident that, in decaying weight condition pamed to unit weight, the
Taxonomicfeatures had greater mean percentage (Table digptmg these features
had higher ranks in the database. The mean pegeerdéio of each feature type to
that of total feature types for the domain of venase been listed in Table 15.
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Table 14
Mean percentage of feature types — Nouns

Unit weight Decaying weight
Nouns Mean SD Mean SD
Visual form and surface properties 24.39 11.75 122. 11.68
Function 23.50 15.01 23.12 16.37
Taxonomic 1258 7.14 18.43 10.19
Encyclopedic 8.43 8.62 7.25 8.90
Visual color 7.33 8.03 7.75 9.50
Location 5.77 5.78 5.53 6.92
Systemic property 3.95 5.84 3.26 5.05
Evaluation 2.73 3.64 2.37 3.74
Visual motion 2.22 4.98 2.14 5.35
Taste 2.18 511 2.12 5.49
Context 1.56 3.28 1.40 3.50
Association 1.54 3.29 1.26 3.11
Tactile 0.93 2.77 0.90 3.44
Contingency 0.73 2.73 0.61 2.56
Sound 0.72 2.54 0.63 2.62
Affect emotion 0.63 2.08 0.65 2.52
Smell 0.17 1.11 0.16 1.38
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Table 15.
Mean percentage of feature types — Verbs

Unit weight Decaying weights

Verbs Mean SD Mean SD
Taxonomic 22.41 13.34 25.35 14.79
Context 21.77 19.15 21.92 20.00
Function 17.91 14.49 17.72 15.67
Encyclopedic 6.83 8.89 6.23 8.79
Visual form and surface properties 494 5.89 4.66 6.43
Association 4.82 5.43 4.53 5.61
Contingency 4.45 7.49 4.19 7.96
Visual motion 3.12 6.21 3.17 6.75
Systemic property 2.82 4.26 2.63 4.71
Sound 2.22 5.84 2.30 6.31
Tactile 1.82 3.87 1.78 4.21
Evaluation 1.82 3.13 1.60 3.34
Location 1.68 3.37 1.50 3.11
Affect emotion 1.14 2.58 1.07 2.61
Taste 0.74 4.96 0.62 4.68
Smell 0.30 2.98 0.29 2.88
Visual color 0.15 0.51 0.11 0.51

In order to obtain deeper insights with respecsémantic categories, the
distribution of the type of features was analyzed dach semantic category under
study. This analysis is likely to shed light on Hepects of representation such as the
brain regions and sensory modalities that can plyssbe involved in the
representation of words of each semantic cateddrg.mean (SD) percentage of 17
feature types in each semantic category of noumeruonit weight and decaying
weight conditions are shown in Table 16 and thempeacentage of feature types for

verb categories in Table 17.
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Table 16

Mean percentage and SD of feature types- Noun dentategories

Animals Body parts Clothing Common Objects Cooking
Mean SD Mean SD Mean SD Mean SD Mean SD
Visual Surface UW | 2864 7.90 32.95 8.99 31.02 8.59 26.49 12.03 18.15 10.95
Properties
P DW | 2525 7.74 29.52 10.04 25.27 7.62 22.75 11.26 16.37 9.94
uw
Encyclopedic 6.01 3.77 6.06 5.85 5.23 4.82 3.31 3.39 15.97 13.06
DW | 49 4.02 6.1 7.04 4.27 4.63 2.68 3.29 15.14 15.23
Function UW | 521 7.89 19.87 13.35 35.15 8.45 35.66 10.78 23.25 14.58
DW | 418 6.61 17.3 13.36 39.04 9.10 38.44 12.19 22.56 13.44
Taxonomic UW | 152 3.27 19.66 9.71 11.31 5.45 10.53 9.09 11.55 7.45
DW | 2614 4.32 26.83 12.37 16.31 7.32 13.4 10.62 16.64 10.62
UW | 059 1.69 0 0.00 0 0.00 0 0.00 9.22 9.26
Taste
DW | o552 1.58 0 0.00 0 0.00 0 0.00 9.55 10.81
Context UW | 0.93 2.02 0.95 1.33 0.57 1.12 1.78 2.96 0.82 1.46
DW | 77 1.72 0.59 1.01 0.32 0.62 2.03 4.15 0.44 0.81
. . UW | 577 5.99 4.16 8.05 0.24 0.71 0.78 2.01 0 0.00
Visual Motion
W1 5 6.22 3.64 7.48 0.27 0.92 0.69 1.92 0 0.00
. UW | 25gg 3.79 0.74 0.84 3.23 1.93 3.67 4.96 2.86 3.37
Evaluation
DW | 23g 3.43 0.59 0.93 2.26 1.45 3.78 5.99 2.09 271
Sound UW | 331 4.93 0.74 2.79 1.09 3.69 0.04 0.16 0 0.00
DW | 291 5.45 0.81 2.81 1.06 3.74 0.03 0.13 0 0.00
Association UW | 119 2.10 1.63 3.15 1.14 1.46 1.8 3.73 1.65 3.30
DW 1 o3 1.75 1.03 2.16 0.68 0.96 1.59 3.60 1.58 3.68
. UW | 143 7.12 3.74 3.92 0.43 0.60 1.98 3.08 1.36 2.03
Systemic Property
DW | 1085 6.55 3.39 4.39 0.19 0.28 1.82 3.15 1.08 1.92
. UW | 75 6.38 2.85 5.86 3.33 5.26 757 7.01 4.24 3.24
Location
DW | 768 7.77 3.9 7.78 3.69 6.55 7.27 8.09 2.93 3.13
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uw

Contingency 0.26 0.76 1.16 2.62 0.14 0.75 0.37 0.94 0.38 0.94
DW | 0.5 0.50 0.79 2.16 02 0.95 031 0.92 0.37 0.84
uw

Tactile 0.16 0.46 0.47 1.00 0.24 0.76 0.43 1.08 1.59 3.08
DW | .06 0.17 0.36 0.66 0.34 0.97 0.19 0.48 1.78 4.38

. UW | 774 6.31 4.69 10.14 5.65 3.35 4.92 6.20 6.42 4.62

Visual Color

DW | g2 8.17 4.97 10.99 477 3.30 4.28 5.92 6.81 5.77
. UW | 33 0.67 0.05 0.20 1.24 1.78 0.62 2.79 2.33 4.25

Affect Emotion
DW | 9.2 0.45 0.02 0.07 1.31 2.17 0.7 3.64 2.51 5.14

Smell UW | o 0.00 0.26 0.59 0 0.00 0.05 0.45 0.21 0.56
DW | ¢ 0.00 0.16 0.36 0 0.00 0.06 0.41 0.17 0.44

Fruits Nature Profession Tools Vehicles
Mean SD Mean SD Mean SD Mean SD Mean SD
Visual Surface UW | 19.15 5.61 18.94 12.16 9.54 9.94 30.75 11.59 36.6 8.75
Properties DW
17.11 6.77 19.19 13.30 7.48 8.63 28.14 11.86 36.95 11.72
. UW | 1118 6.04 12.28 11.10 13.18 13.77 7.19 9.44 8.53 4.36

Encyclopedic
DW | g72 6.01 11.90 11.56 10.83 12.53 6.84 10.48 5.38 2.96

Function UW | 208 9.80 20.67 12.99 24.91 19.29 32.44 12.40 23.36 10.01
DW | 1646 9.57 17.30 1253 26.08 21.10 34.49 12.91 21.72 10.79

Taxonomic UW | 122 4.58 7.71 6.12 18.65 8.05 14.32 6.01 12.02 3.44
DW | 2100 7.70 8.58 7.68 25.17 11.63 18.78 8.24 18.78 5.60
UW | g14 5.55 0.03 0.19 0 0.00 0 0.00 0 0.00

Taste
DW | 735 6.48 0.03 0.13 0 0.00 0 0.00 0 0.00

Context UW | o.16 0.50 4.54 5.86 5.17 6.83 1.54 2.12 0.88 1.40
DW | 510 0.30 424 6.60 426 6.26 116 174 0.63 1.09

. . uw | o 0.00 3.17 6.61 0.87 2.60 0.05 0.13 8.53 7.07

Visual Motion

DW 1 o 0.00 3.54 7.90 0.93 2.86 0.04 0.11 8.99 9.33
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. UW | o53 0.69 3.84 4.44 3.57 4.88 1.39 1.65 3.78 2.36
Evaluation
DW | o.37 0.62 4.08 4.24 3.15 4.36 1.03 1.57 2.66 2.24
Sound UW | o 0.00 0.54 1.34 0 0.00 0.05 0.22 0.42 0.63
DW | o 0.00 0.37 0.95 0 0.00 0.07 0.30 0.28 0.48
Association UW | g24 0.50 2.82 3.62 4.22 7.63 21 3.62 0.25 0.60
DW | .17 0.37 2.08 3.63 3.71 7.12 1.77 3.38 0.26 0.65
. UW | 161 3.09 3.04 2.88 6.05 6.13 2.77 3.39 1.22 1.67
Systemic Property
DW | 1.50 2.80 2.67 3.00 6.14 7.00 2.32 2.80 0.81 1.38
uw
Location 5.74 2.83 6.30 7.48 6.77 6.38 5.08 455 1.18 1.19
DW | 434 2.91 7.94 9.92 6.91 8.00 3.86 3.62 1.06 1.36
Contingency UW | 016 0.62 2.85 6.91 0.73 3.23 0.82 1.46 0.04 0.12
DW | 008 0.34 3.03 6.77 0.59 2.45 0.57 1.13 0.02 0.05
uw
Tactile 0.77 1.48 3.81 6.43 0.07 0.22 0.87 2.35 0.13 0.37
DW | o57 1.18 476 8.43 0.03 0.08 0.4 1.15 0.08 0.27
. UW | 1888 7.27 7.45 8.40 5.54 7.97 0.62 0.92 2.77 2.54
Visual Color
DW | 2181 8.71 8.28 11.18 42 6.03 0.53 0.84 2.13 2.37
. UW | 022 0.74 0.93 1.99 0.73 1.29 0 0.00 0.29 0.65
Affect Emotion
DW | .28 1.22 0.74 1.84 0.52 1.19 0 0.00 0.25 0.57
Smell UW | 022 0.85 1.09 3.07 0 0.00 0 0.00 0 0.00
DW | .14 0.51 0.98 4.03 0 0.00 0 0.00 0 0.00

Note: UW- Unit weight, DW- Decaying weight
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Table 17

Mean percentage & SD of feature type- verb semaatiegories

Motion . . Construction/ Cooking
change Noises State change Body action Body sense destruction action
Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD

Visual uw 3.35 3.56 4.16 3.87 2.81 4.45 5.12 5.97 7.57 9.75 8.57 6.81 7.05 5.08
Surface
Properties DW 3.02 3.57 3.35 3.68 2.13 3.69 4.87 6.55 8.47 12.6 7.7 6.47 6.76 5.42

uw 3.91 7.76 12.68 15.03 | 8.68 9.62 7.42 8.45 7.84 7.41 3.79 3.34 5.34 4.38
Encyclopedic

DW 3.93 8.67 11.14 1522 | 858 10.79 6.19 7.76 6.93 6.61 3.64 4.13 3.45 3.19

uw 8.24 7.01 8.84 6.55 | 18.06 15.03 | 20.78 1353 | 20.32 12.04 | 23.61 135 | 3547 31.11
Function

DW 7.41 7.58 7.43 598 | 16.72 15.68 | 2051 15.21 21 13.06 | 22.65 1552 | 34.86 31.95

UW | 20.25 8.65 12.27 1046 | 27.76 17.31 | 22.84 13.1 16.6 12.84 | 23.16 11.03 | 20.73 9.56
Taxonomic

DW | 21.98 9.46 13.18 12 31.05 1865 | 26.71 1483 | 1826 1195 | 26.04 11.34 | 23.92 11.3

uw 0 0 0 0 0.47 1.45 0.36 0.9 6.91 18.54 0.11 0.23 1.07 1.57
Taste

DW 0 0 0 0 0.47 1.49 0.18 0.46 6.59 17.59 0.04 0.08 0.41 0.67

UW | 3478 23.05 | 1757 16.67 | 29.09 23.05 | 18.68 16.68 | 12.62 17.83 13.7 13.58 | 15.17 24.39
Context

DW | 36.01 2351 1876 18.76 | 289 23.73 | 1898 17.48 | 1279 17.86 13.2 1471 | 16.82 27.28
Visual Uw | 13.13 11.87 1.14 1.84 0.78 0.97 3.62 5.83 1.46 2.18 1.22 2.39 0 0
Motion DW | 142 1313 | 112 235 | 078 1 339 626 1.2 1.99 1.3 24 0 0

uw 0.14 0.51 3.64 3.12 1.95 2.21 1.8 3.32 3.45 5.41 2.23 2.56 0.43 0.55
Evaluation

DW 0.04 0.14 3.12 3.26 1.8 2.32 1.62 3.74 2.69 5.45 1.68 2.41 0.14 0.17

uw 0.56 15 17.15 9.28 0.23 0.57 0.92 2.7 0.93 2.54 0.45 11 0 0
Sound

DW 0.33 0.97 18.63 1046 | 0.14 0.44 0.97 3 0.86 2.2 0.56 1.26 0 0

uw 2.37 2.43 6.86 4.71 2.58 4.1 4.68 4.82 5.18 5.95 10.24 7.94 8.12 8.05
Association

DW 1.99 2.39 6.47 4.7 2.6 4.22 4.13 4.53 4.58 5.91 10.43 8.57 8.99 10.85
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Systemic uw | 182 196 | 208 22 | 133 174 35 472 | 350 664 | 457 557 | 107 017
Property DW | 132  1.49 2 246 | 1.04 156 | 3.13 5 449 899 | 476 583 | 054 017

uw | 223 3.4 322 307 | 063 166 | 236 419 | 053 087 | 045 089 0 0
Location

pw| 203 376 | 269 194 | 061 205 | 198 383 | 038 073 | 042 o074 0 0

uw | 698 913 | 728 1346 | 281 414 | 388 593 | 876 1272 | 312 346 | 021 053
Contingency

DW | 6.46 804 | 884 1662 | 244 354 | 348 623 8 1224 | 28 296 | 007 0.16

uw | 112 163 | 073 109 | 18 304 | 174 38 | 292 322 | 457 715 | 513 347
Tactile

pw| oe6 118 | o56 087 | 18 318 | 171 433 | 287 38L | 459 797 | 399 275

uw 0 0 0 0 016 035 | 016 057 | 053 099 | 011 023 | 021 053
Visual Color

DW 0 0 0 0 005 011 | 015 066 | 043 083 | 007 016 | 007 016
Affect uw | 112 172 | 239 386 | 086 157 | 142  3.08 0.8 113 | 011 042 0 0
Emotion DW| 062 104 | 269 491 | 09 176 | 128 287 | 047 065 | 014 05 0 0

uw 0 0 0 0 0 0 074 431 0 0 0 0 0 0
Smell

DW 0 0 0 0 0 0 072 416 0 0 0 0 0 0

Note UW- unit weight, DW- decaying weight
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4.2.1.1 Discussion. The classification and study of feature type tstion along
with its featural weight analyzed in the previogst®n helps to understand better the
featural makeup of concepts. The features wersi@led based on the information they
carry that corresponds to the brain regions whemight be processed. Hence in the
present study, eight of the feature types weredasethe brain regions that correspond
to sensory processing areas and motor/ action.aregmsaining nine of the features was
based on abstract knowledge stored in the mematyttanintrospective experiences of
individuals with the concepts. Dependency of cotsepn the type of feature in
describing them was main focus of the analysis. ddita was analyzed with respect to
the domains of nouns and verbs and also with ré$paadividual semantic categories of
nouns and verbs. Also as described earlier ingbdion, the features were subjected to

decaying weights of the order 5 to emphasize oin taeks.

The results of feature type distribution for thendans of nouns and verbs
revealed that the concepts under the domain of sx\awere highly dependent on visual
features (Table 14). THanctionfeatures also formed major portion of featuresegated
and formed higher percentage than visual featuréenwdecaying weights were

considered. But the difference however is very §mal

In the domain of nouns, specifically for living tigs such as animals, fruits and
vegetables, the representation may mainly involetevation of perceptual modalities
hence higher percentage of visual features suchisasl form and surface properties
have emerged in the data. This trend has also flepented in the literature where words
representing living things tend to possess moregmual or sensory features (Vinson,
2009; Cree & McRae, 2003; Warrington & Shallice849Sensory- functional theory by
Farah & McClleland, 1991). The domain of nouns he present study also includes
semantic categories of nonliving things such asmom objects, tools and vehicles.
These semantic categories may have contributetetgércentage of function features
generated for the domain. It is plausible to asstiraethe function features generated for
these semantic categories had major role in theresentation than their visual

appearances. Thus they were more dependent ondiurieatures than any other feature
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types. The present results are in concordance prétiious studies in English (Vinson,
2009; Cree & McRae, 2003) who also claim that Jideatures (for living things) and
function features (for nonliving things) are the gnealient feature types generated for

nouns.

In the domain of verbs, results revealed thatonomidollowed by Contextand
Function(Table 15) were the most salient feature types rg¢éee. The most significant
feature type generated to describe the verbs t@asnomic features where the
participants had generated mostly synonyms, sugi@aie and grammatical category
(E.g.: <it is a verb>) to which the word belongddhis can be a result of increased
difficulty in generating features for verbs as thee more complex and dynamic in
nature. It is also noteworthy that the semantituies generated for verbs in the present
study were substantially low compared to nouns.fEature typeontextwas included in
the classification as it was noted that in the Ue=s generated, mostly for verbs, the
participants had described the semantic contemtedisas grammatical context in which
the verb was most likely to occur. Hence the featypecontextwas included which
resulted in significant contribution to the feattype generated for verbs. The words in
the domain of verbs were also dependent on tharie&gpefunctionthat mainly consists
of features that describe the use of the actionthslized by the words. Similar results
have also been reported by Vinson (2009) for ‘actimrds’ who claims that few of the
categories of action words such as change of statemunication and cooking were
highly dependent ofunctionfeature types. Thus, the differences in the dosafmouns
and verbs reported in the previous sections fopgnttes number of features and featural

weights is also evident in the distribution of fe@attype across the domains.

The feature type distribution was also studied watspect to individual semantic
categories of nouns and verbs. The semantic categaanimals was highly dependent
on the feature typeisual form and surface properti€$able 16). In order to recognize
and categorize members of animal category viswlfes such as its body parts, limbs,
fur etc play important role. Hence most of thergyithings especially the category of
animals is dominated byisual form and surface propertiésature type. Unlike semantic

categories such as tools or common objects theiturat use of animals is rather limited
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hence very less percentage of function featureg heen resulted in the data for this
category. The result is in concordance with literatwhere researchers have also
reported greater proportion of visual featuredhmdemantic feature make up of creatures
(Cree & McRae, 2003; Vinson, 2009). Ttaxonomicfeature type also accounted for a
significant percentage for semantic category ofmafs. The participants had generated
superordinate categories as features for the t#agas given such as <is an animal> for
target word lion, which has resulted in increasect@ntage of taxonomic features. The
feature type which was also salient for the catgg@dranimals wasystemic properties
such as <it is carnivores>. The semantic categamnas when analyzed under unit
weight condition, was also found to be moderatapeahdent on feature typé&disual
Colour’ a sensory property which contributes greatly cogmizing the members of the
category ‘Location’ where the participants had generated features ide®grrplaces
where the animals are usually found (E.g.: < livesforest>) and‘Encyclopedic’
features which describe general knowledge aboutdbpective animals (E.g.: <is our

national animal > for the target watider).

The semantic category of body parts was found tmbst dependent oisual
Form and Surface Propertiesind Function’ (Table 16). The participants may have
generated features describing perceptual propeatigaired through sensory modalities
and also listed features describing the functidasks carried out by most of the body
parts that led to the following results. Thus tla¢egory of body parts is also dependent
on function features. The results obtained diffeargmally to results reported in
literature (Vinson, 2009) where in the semanti@gaty of body parts is said to be highly
reliant on function features and moderately reliamtvisual features. Also, they differ
from the semantic category of animals, which passesmajor proportion of visual
features similar to body parts but lack functioatfges. The semantic category of body
parts was also seen to be moderately dependentaxonomic’features. The features
generated for this type mainly included superorgircategory names and synonyms that

contributed to the increased percentag€afonomideature type.

The semantic category of clothing consisted maoflyffeature typeFunction’

(Table 16). Thus the semantic category of clothsmgilar to other nonliving things
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followed the same trend where functional use oégaty members formed the major
portion of semantic featural makeup. The presemulteis thus comparable to
researcher’s claim from previous studies (Vinso®02 Cree & McRae, 2003;
Warrington & Shallice, 1984) who state that therespntation of nonliving things are
greatly dependent on the function features whicdtidee their use. Another feature type
that also contributed significantly to the featumadkeup of this semantic category was
‘Visual Form and Surface Propertieahd Visual colour’ which consisted of features
describing the perceptual attributes of the targehs. These perceptual attributes also
help to distinguish one target item from anothene Tcategory was also found to be
moderately dependent on feature types suci @asonomic’features andEncyclopedic’
for unit weight condition that included informationainly about superordinate category
names and synonyms.

The semantic category of food included food itemd aords related to food
commonly used in daily living. Analysis of the sentia featural makeup of this category
for percentage of each type of feature reveale8l€Ts6) that the feature typEunction’
describing the use of food items < is eaten> afidual Form and Surface Properties’
consisting of features describing visual propertiesned the highest proportion of
features generated. This semantic category isghuglly reliant on ‘function’ features
similar to nonliving things and moderately depertdan visual features similar to living
things as also reported by Cree and McRae (2008)as found that the category was
also dependent to certain extent @ncyclopedic’features where in the information
about how a food item is prepared and its basicenignts has been listed as features
which were classified asEhcyclopedic’. The Taxonomic’ features generated were
mainly superordinate category names (E.g.: <a ¢fgeod item>). Apart from the above
feature types, the category, unlike any other séimaategory analyzed so far showed
dependency on perceptual feature typaste, which is noteworthy as it has significant
role in describing features of food items (Cree &Ré4e, 2003). The sensory feature type

‘Visual colour’ also resulted to be salient for the semantic cayeigod.

The feature type analysis of the semantic categbffyuits/ vegetables’ revealed

that the results are comparable to that of the sémaategory ‘food’. Similar to the
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category of food, this category was also was dotathdy feature typesFunction’
(Table 16). It was also noted that the category deygendent oriVisual colour’ and
‘Visual Form and Surface PropertiesSimilar to the category of food, there was
moderate dependency on the sensory feature fyasteé. Identical semantic feature
makeup for this category with high visual colowaste and function features has also
been reported by Cree & McRae (2003). Feature ty@at also formed a major
percentage was ‘Taxonomic’ feature where partidpamad mostly generated
superordinate category names as features (E.g., a<i¢ruit> for apple). The
‘Encyclopedic’features such as <good for health>, and featyse tyocation’ where

features such as <grows on trees> were also gederat

The semantic featural makeup of the category nataefound to be made up of
mostly Visual Form and Surface Propertiesind Function’ features. The category
included many concrete concepts (E.g.: /ka:du/storébetta/ mountain, /ele/ leaf etc)
accessibly through sensory modality which mightehassulted in participants relying
heavily upon visual features in describing the vgoodl the category. Participants may
have considered function features to be highlyesalin describing some of the words
such as /bisilu/ (sun light), /benki/ (fire) andale (rain) which might have led to the
following results. The study of distribution of teee types in the semantic category of
‘common objects’ revealed that the most relianttufesa type for the category was
‘Function’ (Table 16). The semantic representation of theatbjused in our daily living
thus is highly dependent on how it is used in thigydoutine. As reported in literature
(Vinson, 2009; Cree & McRae, 2003; Warrington & HBba, 1984), common objects
being non-living in nature is highly dependent as functional use for their
representation. Feature typéisual Form and Surface Properties’ also integral part of
the semantic feature makeup of the category a® tteatures are crucial in recognizing
and differentiating one object from another. Feattype that also formed a major
percentage of features generated waaxonomic’ features and Location’ where
participants had generated features describing plaees where the objects would

generally be found.
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The feature type distribution in the semantic catggof ‘profession/sports’
showed that the category was most dependent onrésagenerated by participants
describing the service each profession is assigméddliver, for instance semantic feature
<teaches in schools> for the target waedcher which accounted for feature type
‘Function’ (Table 16). The category was also dependentTaxdnomic’feature types
where in the participants had generated superdedicetegory names and synonyms as
features. TheEncyclopedic'features were also generated which included infoona
about basic knowledge about the target items (&8.teams of 11 members> for
cricket) It is noteworthy that this semantic category hadligible proportion of feature
types describing basic perceptual and motoric featas items in the category required
to a greater extent the worldly knowledge and timgkhigher than mere sensory

representation than any other semantic categoisesssed above.

The feature type analysis of the semantic categbfiools’ (Table 16) revealed
that the category was predominantly dependent atuife type Function’ as it formed
the highest percentage of feature type generateithéocategory. Hence it is evident that
the representation of the semantic category ofstimlbased on the functional use of
items in the category similar to any other nonAgthings. This dependency of tools and
other non-living things on the features accountimgr function have also been reported
by previous researchers (Tyler & Moss; Vinson, 200&e & McRae, 2003; Warrington
& Shallice, 1984). The feature typ¥isual Form and Surface Propertiewias also
found to be highly relevant to this category whpeagticipants have generated features
ascribed to the appearances of the tools. Theré=atitributed to function and physical
appearances for nonliving things such as tools hHasen reported to have higher
probability of co-occurrence in the feature datatlese two feature types have been
reported to be highly correlated (Cree & McRae,30BHence these two feature types
have formed a major percentage of features comparatl other feature types. Feature
type that also was found to be reliant on wé@raxonomic’features andEncyclopedic’

features.

The semantic category of ‘vehicles’ (Table 16) vagghly dependent on feature

types Visual Form and Surface Propertiesand Function’. It was also moderately
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dependent onVisual motion’feature type. However this result slightly variesnfi the
previous study (Vinson, 2009) which reports tha&t ttegory of vehicles is most reliant
on visual motion features and moderately reliant visual and function features.
Although the present analysis is identical to poasi study, as it has resulted in
dominance of same three feature types, there ismuariation in the mean percentage of

each feature type.

The distribution of semantic feature type was aredywith respect to each of the
semantic categories of verbs similar to semantiegmaies of nouns. It was noticed that
the unlike semantic categories of nouns, distimstion the semantic feature type
distribution among the verbs categories was miniffilaé prominent feature types listed
across most of the categories belonged mainlyatufe typesTaxonomic’ ‘Function’
and Context’.The semantic categories in which this pattern vees svere that of body
action, body sense, cooking construction/destroctiad state change. The remaining
categories were nonetheless dependent on these fdrature types and also on other
features specific to their respective semanticgmtes. Thus analysis of the semantic
category of ‘body action’ (Table 17) revealed tfesture types ‘Taxonomic’, ‘Function’
and ‘Context’ dominated it. In the semantic catggotr ‘body-sense’ the feature types
which formed highest mean percentage of feature (Jjable 17) were agaifrunction’
and Taxonomic Similar trend was seen for the semantic categbrgooking’ (Table
17) as it was also found to have higher mean p&agenof Function’ and Taxonomic’
features. Following the same pattern, the semasdtegory construction/destruction
(Table 17) was found to have feature tydasnction’, ‘Taxonomic'features followed by
‘Context. The semantic category of ‘state-change’ alsm¥edid the same trend (Table
17) as feature types ‘context’ ‘Taxonomic’ and ‘Etian’ dominated it. Apart from the
three prominent feature types the semantic categai ‘Motion-change’ was found to
be reliant on sensory featuMsual motion’ Similarly the category ‘noises’ were found

to be dependent on sensory feat@eund:

Under the taxonomic features listed for these séimaategories, the participants
had mostly classified the target word into super@tg domain that it is an action that

can be performed. It is also remarkable that tkertamic features generated for verbs
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were superordinate domain names (< it is a verbd)ret superordinate category names
(<animal> for tiger) that was frequently observed $emantic categories of nouns. The
differences noted can be attributed to the diffeeem the nature of noun and verb
categorization. In case of nouns, distinguishingwben different levels such as
superordinate, basic and subordinate is relatisiahple and they can be easily organized
into hierarchies with many shared correlated prigger On the other hand, it is very
difficult to create comparable sets of hierarchies verbs as they form matrix -like
structure where many semantic properties are oothalty related rather than correlated
(Huttenlocher & Lui, 1979; Graesser, 1987; as inefly& Moss, 2001). Also, the
hierarchy that exists for verbs possess fewer sewath very less distinctions at the
superordinate levels (Keil, 1989). However, verkoteomies do show a basic level
structure but a less sharply defined and less estsiiplicture than in noun taxonomies
(Morris & Murphy, 1990).

As reported earlier, the semantic categories dégmliabove were most dependent
on features describing the function the targetoactvould help to achieve. The feature
type ‘Context’also formed major portion of the featural makeupich included features
that described the contextual information of theomcword where it is frequently used
(<neerannu tumbu> for target word <tumbu>). Highgdrance on contextual features
may be because the action represented by the sesbcontinuous relational process,
taking place with respect to a referent (Vinson &lcco, 2008). Unlike concrete
nouns it is difficult to describe an action in atwbn, which therefore caused the
participants to list greater number of contextdeas. It is also evident from the results
that the percentage of perceptual/ sensory fealisted has been negligible compared to
semantic categories of nouns as the action syndabliy the target words are far more
abstract in nature than the concrete concepts gepired by nouns. Verbs representing
action thus tend to possess more features thatdlyrapply across wide range of
semantic categories. This trend can also be atreudlifference in the distinction
between close semantic neighbours across the dsnohimouns and verbs. For the
semantic categories of nouns representing basel keancrete concepts the semantic
features of close neighbours offer true distin&ievhile this is not true in many verbs

which seem to overlap to a great extent (Vinson9200hus the distinctions reported in
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the previous sections for properties such as nurmobdeatures, featural weights for
semantic categories of nouns compared to that iifsvieas been again observed for the

feature type distribution across these categories.

It is also interesting to note that the semantatueal makeup did show variation
to some extent when decaying weights were impoasddon their feature ranks. In the
semantic categories of clothing and common objdutsfeature type distribution had
differences of about 5% for visual form and surfpogperties and function features. The
feature types taxonomic and encyclopedic had diffees up to 10% between the unit
weight and decaying weight conditions. Exceptioreyevalso seen however where for
rest of the categories difference between theweight and decaying weight conditions
did not exceed 3% for the feature types. The decayieights nonetheless provided clear
picture of the feature types listed for each catggeith more emphasis on features
generated at the beginning of each word and useechying weights are highly
informative in understanding the importance of etedture in represented concepts as
they are dependent on participant’s internal judgnot saliency of feature in describing
concepts. Hence the features analyzed with decayaights have immense significance

in semantic representation and to provide seméesditire data.

The analysis of feature type distribution thus stssin understanding the role of
different feature types in representation of coteep the mental lexicon. Most of the
feature types classified corresponded to primamg@eg/-processing channels in the brain
and functional/motor information of usage of corteefhat provides valuable insights
about possible neural representation of conceptualledge for each semantic category.
It also provides supporting evidence and replicatad results for category-specific
semantic deficits seen for living vs. nonlivingrt@s as the results show differential
semantic featural makeup for living things compatednon-living things which is

reported as possible explanation for such deficits.

4.2.4. Distinctive features.Another property that augments the findings of
previous sections reported in the present study whith provides further detailed
insights about nature of semantic feature commosis the study of distinctive features.

Distinctive features are those, which are presenbrly two or three concepts of a
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category and therefore, are occur in a small grobigoncepts. The distribution of

distinctive features has been studied extensivelignglish language as it is considered
imperative in differentiating similar concepts fraane another. Distinctive features are
also very essential in providing cues to identifgit corresponding concept and are vital
in describing patterns of errors in persons witlnaetic deficits as well as organization
of concepts in healthy individuals. Hence the sdindeatures obtained in the present
study were analyzed for distribution of distinctifgatures. To begin with, the ratio of
distinctive features to the total number of featugenerated for 300 words were

calculated as described below.

A feature is characterized by its correspondinguicwi in the weight matrix. A feature
that is shared by no more than three words wasetrasDistinctive Feature Thus a
distinctive feature has no more than three non-eetges in its column vector. Features
that were not distinctive were termed $isared Features-or example, in the weight
matrix depicted in Table 18 the summation of norezntries along a column gives the
number of words for which the features has beemigead. For instance, Feature F1 has
been generated twice for words W2 and W5. Sincedbuint is less than 3, the feature F1
is deemed distinctive. Similarly feature F3 hasrbeported for 5 words and hence it is

deemed shared.
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Table 18
Distinctive and Shared Features from Weight Matrix

F1 F2 F3 F4 F5 F6
w1 0 0 3 5 0 2
W2 2 0 4 0 0 0
W3 0 2 1 3 2 0
w4 0 2 1 1 2 0
W5 2 1 1 1 0 2
Number of Words 2 3 5 4 2 2
Distinctive Feature ~ YES YES NO NO YES YES

Note: F- Feature, W- Word.

The results revealed that the mean ratio of distieadeatures produced for nouns
wasM = 0.13,SD=0.08 anaV = 0.22,SD =0.15 for verbs. In order to compare whether
the differences in the distribution of distinctifeatures across the two domains was
statistically significant, two tailed Independentdst was conducted. The test revealed a
statistically significant differencet (298) = -6.49,p < 0.001) between two domains.
Hence the distinctive features generated for theales of nouns were significantly less

compared to verbs.

Distinctive features were also studied with respectsemantic categories for
which the features were generated in both the dwnafinouns and verbs. In the domain
of nouns, out of the 10 semantic categories, highes of distinctive features were
present for the semantic categories ‘professiomisp@i= 0.28,SD= 0.09) and the least
for semantic categories ‘fruits/ vegetable®l=0.05, SD= 0.04). The average ratio of
distinctive features generated for each of the séimaategory of nouns along with the

standard deviation is shown in Table 19.
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Table 19.
Average ratio of distinctive features —Nouns

Semantic categori Mean SC
Nouns

Profession/sports 0.28 0.09
Nature 0.2 0.09
Body parts 0.17 0.06
Tools 0.14 0.08
Common objec 0.1z 0.0¢
Animals 0.12 0.04
Food 0.1 0.06
Clothing 0.1 0.04
Vehicles 0.0¢ 0.04
Fruits/vegetables 0.05 0.04

In the domain of verbs maximum ratio of distinctifeatures was generated for
the semantic categories ‘Motion changkl € 0.33,SD= 0.15) and ‘state changeVE
0.32,SD= 0.19). The least ratio of distinctive featuregavproduced for ‘Body sense’
(M= 0.16,SD= 0.11) and ‘Noises’Nl= 0.17,SD=0.11).

Table 20 shows the average ratio of distinctiveuies to the total number of features

generated for verbs along with the standard denati
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Table 20.
Average ratio of distinctive features - Verbs

Semantic categorie Mean SC
Verbs

Motion change 0.33 0.15
State change 0.32 0.19
Body action 0.20 0.15
Construction/ destructi 0.1¢ 0.1
Cooking 0.19 0.08
Noises 0.17 0.11
Body sense 0.16 0.11

With the aim of studying the distribution of disttive features for statistically
significant differences if any, with respect to semic categories Independent t- test (for
normally distributed data) or Mann-Whitney U tefir(non-normally distributed data)
were administered. Semantic categories of nounsvarizs included in the present study
were compared against each other for distributiodigtinctive features. The results of
the tests revealed statistically significant diéfiece in distribution of distinctive features
for a total of 30 semantic category pairs out ol#alyzed for the domain of nouns. It is
evident from the results that the semantic categmofession/ sports’ was found to be
significantly high in distribution of distinctiveeftures compared to the semantic
categories namely ‘fruits/vegetabled) [(37) = 4.00,p < 0.001], ‘clothing’ | (22) =
2.916,p = 0.008] ‘animals’ { (38) = 2.414p = 0.02], ‘common objectst[(45) = 2.018,

p = 0.049], ‘nature’J (30) = 57.00p = 0.01], ‘food’ [t (28) = 3.041p = 0.005], ‘tools’
[t (21) = 3.55,p = 0.02],'body parts’ { (20) = 3.12,p = 0.005] and ‘vehicles’'t[(21) =
2.48,p = 0.021]. The semantic category ‘nature’ was sigaiftly higher in terms of
distinctive features as against the semantic catgoamely ‘vehicles’] (33) = 27.00,
p <0.001], ‘fruits/vegetables’U (49) = 34.50p <0.001], ‘common objects’'J (57) =
221.5,p = 0.02],'tools’ U (33) = 86.5,p = 0.02], ‘food’ [U (40) = 87.50,p <0.001],
‘animals’ [U (50) = 131.50p <0.001] and ‘clothing’ P (34) = 41.50,p <0.001]. The
semantic category of ‘body parts’ had significantligher distinctive feature ratio

compared to semantic categories namely ‘clothin@24) = 3.34p = 0.003] ‘animals’ {
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(40) = 3.09,p = 0.004], ‘food’ t (30) = 2.94,p = 0.006],fruits/vegetables’U (39) =
21.50,p <0.001] and ‘vehicles't[(23) = 4.00p = 0.001].

The semantic category ‘tools’, ‘common objects’ dadimals’ showed same
trend and had significantly higher distinctive feat ratio compared to semantic
categories ‘fruits/vegetables’ and ‘vehicles’ (‘l®oVs. ‘fruits/vegetables’  (40) =
58.50,p <0.001], ‘tools’ Vs. ‘vehicles’ {[(24) = 2.30p = 0.003], ‘common objects’ Vs.
‘fruits/vegetables’ [ (64) = 149.00,p < 0.001] ‘common objects’ Vs. ‘vehicles’|
(48)=2.74,p = 0.008] ‘animals’ Vs. ‘fruits/vegetablesU[ (57) = 117.50,p <0.001]
‘animals’ Vs. ‘vehicles’ { (41) = 2.47,p = 0.01]).It was also noticed that the semantic
categories of ‘food’, ‘clothing’ and ‘vehicles’ hddgher distinctive feature ratio than the
category ‘fruits/vegetables’ (‘food’ Vs. ‘fruits/getables’ U (47) = 163.50p =0.005],
‘clothing’ Vs. ‘fruits/vegetables’ J (41) = 91.00,p = 0.002] and ‘vehicles’ Vs.
‘fruits/vegetables’ U (40) = 122.50p = 0.03]).

However for the domain of verbs statistically sfgr@int difference in the
distribution of number of distinctive features wseen for seven semantic category pairs
namely Body sense’ Vs. ‘state chang¥ (19) = 22.00,p = 0.002] ‘Body sense’ Vs.
‘Motion change’ J (14) = 11.50p = 0.01], ‘Body action’ Vs. ‘Motion changel (55) =
104.50,p = 0.008], ‘Body action’ Vs. ‘state changéJ [60) = 200.50p = 0.01], ‘Motion
change’ Vs. ‘construction/destruction’ U[ (16) = 16.50, p = 0.01],
‘construction/destruction’ Vs. state changeg’ (21) = 34.00p = 0.003] and ‘Noises’ Vs.
‘state change’t[(21) = -2.15p = 0.04] There was no statistically significant diffnce in

the distinctive features generated for the remgisemantic category pairs analyzed.

4.2.4.1 Discussion. The distribution of distinctive features simitarother featural
properties studied in previous sections, reved thiathe domain of nouns there were
significantly less features generated as opposddetalomain of verbs. In the domain of
verbs, most of the semantic features generated weicpie to each word as it was
relatively difficult for participants to generateatures describing action depicted by the
verb. This might have led to the increase in th raf features that are generated for
only few verb concepts resulting in higher distinetfeatures than for the domain of

nouns. However results contradicting to this findinave been reported in previous
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studies (Vinson, 2009) where verbs had signifigaletss distinctive features compared to
nouns. The difference in the distribution of distime features noticed in the present
study compared to previous studies may be explaasecsulting from the influence of
differences in the linguistic structures betweerglish and Kannada. The verbs in
Kannada are more abstract and relational with mamyphological forms due to

agglutinating structure of Kannada as opposed tbsven English (Schiffman, 1979).

This might have resulted in increased idiosyncréetures adding up to the ratio of

distinctive features of verbs compared to nouns.

The distribution of distinctive feature ratio wasastudied with respect to each
semantic category of nouns and verbs. The resoit$he semantic category of nouns
reveal that the category of profession/sports atdra had significantly more number of
distinctive features (Table 19) compared to othdrsese categories have highest
distinctive features because their items may notvée similar to each other and
participants have generated different set of festuo describe them. Thus they share
very less features from the rest of the items withie category. The semantic categories
of tools and common objects were found to have tgredistinctive feature ratio
compared to fruits and vegetables, clothing, velicfood and animals. This pattern has
been previously reported in literature (Cree & MeR&2003) where the concepts
belonging to the domain of nonliving things suchitasis from the category tools and
common objects are found to possess greater nuofloistinctive features compared to
living things such as animals and fruits and vegeta The semantic category of animals
was found to possess more number of distinctivieifea than fruits/vegetables. However
Cree and McRae (2003) report that the categoryruifst vegetables tend to group
between living things and nonliving things possegdilistinctive features significantly

more than living things but less than nonlivingtis.

The pattern of results obtained in the presentysthds provides evidence for
difference in the nature of representation of i of distinctive features between living
things and nonliving things. These differences femsted in the present study provide
further evidence for the possible explanation dégary specific semantic deficits. The

semantic category of living things such as anirtetsl to have less number of distinctive
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features in their featural makeup making them nsoseeptible to damage than nonliving
things (such as tools and common objects). Théndiste features being very crucial in

identifying and distinguishing the target concapinf a set of similar ones (Gonnerman
et al., 1997), brain damage leading to loss ofdtstinctive features may thus present
as severe semantic deficits in case of living thimdnich already have less distinctive
features than nonliving things. This may explaia gattern of category specific deficits

where living things are more affected than nontivhings.

The semantic categories of verbs did not diffemfreach other much in terms of
distinctive feature distribution. There were sigzaht differences seen for seven
semantic category pairs as opposed to semantigaras of nouns where 30 category
pairs showed significant difference. In spite of fact that the domain of verbs resulted
in more number of distinctive features than nounthe present study, the difference in
distribution at the category level for verbs was significant for more than seven pairs
out of 21 pairs analyzed. The results thus folloe tendency seen for categorization of
verbs were in they lack clear distinctions amonma#ic categories with respect to
semantic feature distribution which is so promiheptesent for semantic categories of
nouns (Vinson, 2009). Thus study of distinctivetfiees contributes to the understanding
of unique features involved in the semantic fedtomakeup of individual words. Further
insights about features that are present in twoane concepts help to better comprehend
the nature of sharing of semantic features amomgjasi words. Hence the analysis of
shared features among words was carried out ingkesection.

4.2.5 Shared featuresFollowing distinctive feature analysis, the datasveabjected to
analysis of shared features that helps to understtam nature of relation of features
generated. Since shared features are present ifedlweral make up of two or more
concepts, analysis of these features shed liglth@melationship among the concepts. It
also plays crucial role in conceptual organizatias, concept similarity in terms of
featural overlap is a primary organizational pnoheiof semantic memory (McRae &
Boisvert, 1998). In the present study, the distidn of shared features was analyzed by
initially calculating the total number of featurésat were present in three or more

concepts as described in the section on distindidatures in Table 18. Next step
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involved calculating the ratio of shared featuresthat of total number of features
generated for each word across the domains of nandsverbs. The average ratio of
shared features produced to that of total numbéeaitires for nouns wad= 0.87,SD=

0.08 andM= 0.77,SD= 0.15 for verbs respectively. In order to compateether the

differences in the distribution of shared featuaesoss two domains was statistically
significant, two-tailed Independent t- test was adstered. The test revealed a
statistically significant differencet (298) = 6.49,p < 0.001) between two domains.
Hence there was a significant difference in therithstion of shared features for the

domains of nouns and verbs.

The distribution of shared features was also studwth respect to semantic
categories for which the features were generatdubin the domains of nouns and verbs.
In the domain of nouns, out of the 10 semanticgmtes, maximum shared features were
generated for the semantic categories ‘Fruits/\aaes’ (M = 0.94,SD = 0.05) and the
least number of features for semantic categoriesfégsion/sports’'Nl = 0.72,SD =
0.09). The average ratio of shared features getefat each of the semantic category of

noun along with the standard deviation is showhahle 19.

Table 21

Average ratio of shared Features - Nouns
Semantic categori Mear SD
Nouns

Fruits/vegetables 0.94 0.05
Vehicles 0.91 0.0t
Clothing 0.90 0.05
Food 0.89 0.06
Animals 0.88 0.04
Common objec 0.8¢ 0.0¢
Tools 0.85 0.09
Body parts 0.82 0.06
Nature 0.80 0.09
Profession/sports 0.72 0.09
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In the domain of verbs highest ratio of shareduest was generated for the
semantic categories ‘Body sensM € 0.84,SD = 0.11) and ‘Noises’M = 0.83,SD =
0.11) and the least for ‘motion chang® € 0.68,SD = 0.19) and ‘state change¥M(=
0.68,SD = 0.15). Table 22 shows the average ratio of featgenerated for verbs along

with the standard deviation.

Table 22.

Average ratio of shared Features for Verbs
Semantic categories Mean SD
Verbs

Body sense 0.84 0.11
Noises 0.83 0.11
Cookinc 0.81 0.0¢
Construction/

destruction 0.81 0.10
Body action 0.80 0.15
State change 0.68 0.19
Motion chang 0.6¢ 0.1t

With the aim of studying the distribution of sharéshtures for statistically
significant differences if any with respect to seia categories Independent t- test or
Mann-Whitney U test was administered. Semanticgaates of nouns and verbs included
in the present study were compared against eaddr ébh the distribution of shared

features.

The results of the tests revealed statisticallyifizant difference in distribution
of shared features for a total of 30 semantic categairs out of 45 analyzed for the
domain of nouns. It is evident from the results ttithe semantic category
‘fruits/vegetables’ was found to be significantlyora in distribution of shared features
compared to all the semantic categories namelyfégeion/ sports’ | (37) = 4.00,
p<0.001], ‘tools’ U (40) = 58.50,p <0.001], ‘animals’ U (57) = 117.5, p<0.001],
‘clothing’ [U (41) = 91.00, p=0.02], ‘food’y (47) = 163.50, p=0.005], ‘common
objects’ U (64) = 149.00, p<0.001], ‘vehiclesU[(40) = 122.5, p= 0.03], ‘nature
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(37) = 34.5, p<0.001] and ‘body partd’[39) = 21.50p <0.001]. The semantic category
of ‘vehicles’ also showed similar trend with sigo#&ntly more shared features compared
to same categories namely ‘profession/ spott@2]) = 3.966p = 0.001], ‘tools’ | (24)

= 2.738,p = 0.011], ‘common objectst [48) = 2.74,p =0.008], ‘animals’ { (41) = 2.47,

p =0.01], ‘nature’ P (37) = 27.00p <0.001] and ‘body partst[23) = 2.38,p = 0.025].
Similarly, the semantic category of ‘clothing’ hadore number of shared feature
compared to the semantic category of ‘professipotts’ [t (22) = 2.994,p = 0.006],
‘nature’ [U (34) = 41.50,p <0.001] and ‘body parts't[(24) = 3.34,p = 0.003]. The
semantic category of ‘food’ had more number of sldeature compared to the semantic
category of ‘profession/ sports (28) = 3.405p = 0.002], ‘body parts't[(30) = 2.94p

= 0.006] and ‘nature’ (40) = 87.50p < 0.001]. The semantic categories of ‘animals’
was also found to be significantly more in disttibo of shared features compared to the
semantic categories namely ‘profession/ spott§38) = 4.243p < 0.001], ‘nature’ U
(50) = 131.50,p <0.001] and ‘body parts’'t[(40) = 2.086,p = 0.043]. The semantic
category of ‘common objects’ also had significantipre number of shared features
compared to ‘profession/ sporte’ (45) = 4.182,p < 0.001] and ‘nature’y (57) =
221.50, p=0.002], as also ‘tools’ Vs. ‘professieports’ | (21) = 3.55p = 0.002],'tools’
Vs. ‘nature’ U (33) 86.50p = 0.02], ‘body parts’ Vs. ‘profession/ sport$’'(B2) = 3.11,

p = 0.005] and ‘nature’ Vs. ‘profession/ sportsf (20) = 57.00p = 0.001].

However for the domain of verbs statistically sfgraint difference was seen for
seven semantic category pairs. The semantic catégotion Change’ had significantly
less shared feature ratio as against the sematégary ‘Body action’ ) (55) = 104.50,

p = 0.008], ‘construction/destruction[(16) = 16.50p = 0.01], ‘Body sense’| (14) =
11.50,p = 0.001] and ‘Noises’t[(16) = 2.49,p = 0.02]. Similarly the semantic category
‘state change’ had significantly less shared featatio as against the semantic category
‘Body action’ [U (60) = 200.50p = 0.01], ‘construction/destructiony[(21) = 34.00p =
0.03] and ‘Body sensel (19) = 22.00p = 0.02]. There was no significant difference in

the shared features generated for the remainingrs#category pairs analyzed.

4.2.5.1 Discussion. Along with the featural properties studied sq the study of

shared features is also essential as they prowhllmable information about the similarity
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among concepts that plays crucial role in orgaipaand categorization of concepts. In
the present study, the distribution of shared festwas initially analyzed across the
obtained semantic features with respect to domahsouns and verbs without
considering the semantic categories for which tbacepts belonged. The results
revealed that the domain of nouns had significahilyher ratio of shared features
compared to the domain of verbs. Unlike the regejp®rted in previous studies (Vinson,
2009) where verbs representing action tend to hayleer number of shared features, the
present study showed opposite pattern. This trerginnilar to the results obtained for
distinctive features, which is a complementarytgethared features. In the present study,
as explained for distinctive features, the incrdaewel of difficulty for generation of
features describing verbs than nouns may have ddess uniformity and hence less

common features among words describing verbs.

The semantic feature data were also analyzed &trilelition of shared features
with respect to each semantic category. The reshlbsv that the semantic category of
fruits/vegetables and vehicles shared a higher eurabsemantic features within their
semantic categories whereas categories such a® e profession/sports had very few
semantic features in common with other categoflibs can be attributed to the nature of
semantic categories, for instance most of featgeeerated to describe the words in the
category profession/sports were based on the géiscriof the job or the rules of a sport.
Hence these features are unique to each word iregift few shared features. On the
other hand the semantic categories such as vehitleétss and vegetables may have
inconsequential variability in the features desogltheir function or visual forms which
has resulted in increased number of common feat@engruent findings have been
reported for the semantic categories vehiclesisfland vegetables by Vinson (2009). The
mean number of shared features for the categofiemnimals, clothing, food, tools,
common objects and body parts were found to raededen the mean values reported
for fruits/vegetables and profession/sports inghesent study, contrasting the previous
findings (Vinson, 2009) which reports the mean nandf shared features is smallest for

the category of animals, body parts and commonctdhje

112



The semantic categories of verbs shared the maximumber of features within
the category body sense, noises and minimum nuofdeatures with state change and
motion change. The ratio of shared features forsémmantic categories of verbs were
found to be less, ranging from 0.68 to 0.84 comgbacesemantic categories of nouns
ranging from 0.72 to 0.94. The results of the téststhe semantic categories of verbs
however agree with previous findings revealing Igigmificant differences among verb
categories compared to that of nouns. The 30 seétneategory pairs out of 45 were
statistically significant across the domain of n®umhereas for the domain of verbs
statistically significant difference was seen fewen semantic category pairs out of 21
analyzed. This trend may be again because the siencategories of nouns tend to be
organized into separable categories whereas sentatégories of verbs more often tend
to have less variability among features (VinsonP®0 Thus shared features also
contribute to the understanding of categorizatiorihe domain of nouns and verbs as
they tend to follow similar pattern as the otheatéeal properties studied in the previous

sections.

4.2.6. Featural correlation.It is interesting to study further, whether thetfeas
generated for the concepts analyzed so far in thgept study, are independent pieces of
information or do they share any relations to ometlaer with respect to the concepts for
which they are listed. Previous studies (Malt & 8miL984) done in English claim that
the semantic features listed for any item of antegary are not independent to one
another rather they occur in systematic relationotee another and this featural
correlation is one of the organizational principteEfsthe mental lexicon. The features
obtained from the present study, were thus sulgjettteanalysis in order to understand
the occurrence and relation of one feature if anth wespect to another. For this
purpose, the features were analyzed for correlatiith respect to one another by
evaluating their corresponding feature weightsorter to avoid idiosyncratic responses
and spurious correlation, a feature was considéedorrelational analysis only if it
appeared five or more times in the response oiqgyaants. The selection criteria resulted
in a total of 1,226 features in the domain of noansd 643 features in the domain of
verbs. The possible feature pairs that can be gbainel analyzed against each other were
1,226 x 1,226 which resulted in 7,50,925 featuriesplr nouns and 643 x 643 which
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resulted in 2,19, 453 feature pairs for verbs.oraher to carry out analysis on such large
number of pairs, which is manually impossible, dghly error prone, a python script
was written which automates the analysis to a gret@nt and provides accurate errorless
results. These feature pairs were thus subjectestatiistical analysis using Pearson’s
product moment correlation. The results revealad ot of 7,50,925 feature pairs 8,153
pairs had statistically significant positive coatsbn in the domain of nouns with the
correlation coefficient (r) ranging from 0.13 - 9.9 < 0.05). Out of 8,153 pairs 280
pairs had high positive correlation with correlaticoefficient value ranging from 0.75-
0.99 p < 0.05). For the domain of verbs 1514 out of 2,%9,4eature pairs had
significant positive correlation with the corretati coefficient (r) ranging from 0.19 -
0.99 p < 0.05). Out of 1514 feature pairs, 148 pairs hagh Ipositive correlation with

correlation coefficient value ranging from 0.7599 (o < 0.05).

In order to study correlation of semantic featui@sspecific semantic categories, the
features listed at least five times for the respeatategories were considered in order to
avoid spurious correlations. Correlational analydishe feature pairs for each semantic
category of nouns and verbs are shown in Table TB8.table also depicts number of
significantly correlating feature pairs and numioérfeature pairs with high positive

correlations along with Pearson’s product momentetation coefficient (r) value range.
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Table 23.

Number of correlated feature pairs (range of ruain parenthesis with p<0.05).

Semantic categori Correlatec Highly correlated feature pa
Feature pair
Common objects 429 57
(0.32-0.97 (0.75-0.97
Animals 419 47
(0.36-0.98) 0.76-0.98)
Nature 261 65
(0.42-0.99) (0.75-0.99)
Fruits/vegetable 24k 12
(0.36-0.88) (0.75-0.88)
Food 267 74
(0.40-0.98) (0.75-0.98)
Clothing 11¢ 28
(0.53-0.99) (0.75-0.99)
Vehicles 85 24
(0.55- 0.96) (0.76-0.96)
Body parts 30 18
(0.57-0.96 (0.7€-0.96
Tools 26 5
(0.55-0.93) (0.79-0.93)
Profession/ sports 3 2
(0.71-0.91 (0.75-0.91
Body action 242 40
(0.28-0.98) (0.75-0.98)
Sounds 11 8
(0.66-0.97) (0.75-0.97)
Body sens 1
(0.65)
Construction/destruction 1
(0.73)
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4.2.6.1 Discussion. The present analysis was carried out in orderdémtify

possible feature relations in the mental lexicankkannada for nouns and verbs and their
semantic categories. The results of the analysmsateéhat many features tend to occur in
systematic relation to each other. This has alsen beported in several studies of
semantic memory (McRae, Cree, & Westmacott, 199€Rd&, De Sa, Seidenberg, 1997;
Malt & Smith, 1984) and category specific semartéficits (Cree & McRae, 2003;
Devlin et al., 1998; Gonnerman et al., 1997). Samib above studies, the present study
also revealed many features correlating with edbravhich cannot be just attributed to
chance ascertaining that there could be contributtd feature correlations to the
semantic organization and structure of mental mxi¢Malt & Smith, 1984; Rosch,
Mervis, Gray, Johnson, & Boyes-Braem, 1976). Hls evident in the results of featural
correlation some relations among the members @tegory are readily noticed as they
are more apparent and there is a coherent theoyythvely co-occur. While these relations
are explicit, some of the feature co-occurrencendbhave logical explanations besides
being subtle and therefore are considered esdgnéidditrary for the casual observer
(Malt & Smith, 1984). Such relations are implicind statistically based and
considerable amount of correlated feature knowladgg be of implicit nature (Holyoak
& Spellman, 1993) which appears as co-variatiothi® environment and people learn
these without intention or awareness (McRae, d&8aenberg, 1997). It is also evident
from the results that the correlations are notarnmty distributed across all the domains
and semantic categories. The number of feature path significant correlation varies
with respect to domains of nouns and verbs withnsquossessing around 8,153 feature
pairs as opposed to 1,514 feature pairs in verbss difference can be because the
relation between the featural properties may benger and more consistent in cases of
nouns than the verbs as nouns have clear sematégary boundaries with members
within the category sharing many features with dlieer members. This nature of noun
categories leads to more number of features t@leter with one another in order to form
tighter category structure. It can also be atteduto the fact that participants had
generated significantly lesser number of featucgstie verbs than for the nouns. Thus
having less number of features generated in tree laktause of the relational and context

dependent nature of verbs, there were fewer paa#able for comparison which might
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have also led to the present results The semaategaories of nouns and verbs were
analyzed to see whether feature correlations éiffercross these categories. Substantial
variability was seen as there were huge differeram@ess categories even within the
domain of nouns, for instance the number of feapais with significant correlation
ranged from 429 pairs for common objects to jugtaBs for profession/sports (Table
23). Nonetheless semantic categories of nouns ressttey number of feature pairs with
significant correlation than verb categories. TBeenantic category of common objects
had highest number of correlating feature pair® (@a&rs) followed by semantic category
of animals, which also had substantial number ofetating features (419 feature pairs).
The greater number of correlating features maycatei that the semantic features
generated form coherent sets that are greatly ainsihd shared among most of the
members of the category. The results also revedlttiere was more number of features
correlating in case of living things (664 featuearp for the categories animals and fruits/
vegetables combined) than in the domain of nordivihings (540 feature pairs for
common objects, tools and vehicles combined). @mtilend for living and nonliving
things have been reported in number of studies @4c® al., 1997; Keil, 1989; Gelman,
1988) which state that overall feature correlatians stronger and denser within living
things and has greater influence in representatiofiving things. This quantitative
variation in distribution of feature correlation ang living and nonliving things have
also been hypothesized to be leading to categoegifsp semantic deficits (McRae &
Cree, 2002) with differential severity of impairmen living vs. nonliving semantic

categories.

For the semantic categories of verbs, the featomelation was very sparse compared to
that of noun categories (Table 23). The categodykaction was the only one observed
to have significant correlation for 242 featurerpand 11 pairs were significant for the
semantic category noises. The reason for the sgarselation of features noted in the
semantic categories of verbs can be because veihg imore abstract and contextually
dependent may have posed difficulty for the pgytiots in extracting featural relations
and producing a coherent set of features that noagccur across the category. These
results may also be reflection of the nature obveategorization trends where strict

category boundaries are absent and hence lessegatmong categories correlating with
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one another. Thus feature correlations have impbdansequences for categorization of

concepts, in representation of word meanings inrtbatal lexicon.

4.3 Model of Mental Lexicon

Objective 2: To develop a framework for a model oflexical semantic

representation and organization in Kannada using seantic features.

The mental lexicon as stated earlier is considerdtlge collection of words
referring to concepts of a language assumed to thectgred based on certain
organizational principles. The framework for th@gpwsed model of mental lexicon in
Kannada using the semantic feature data obtaimed fine present study is based on the
two assumptions namely componentiality and sinyaef semantic features. By
assuming componentiality the meanings of the wands considered to be stored as
smaller units of information or semantic featur@snilarity resulting from the extent of
overlap of semantic features has been hypothesizthds current model to result in the
clustering of the words into specific semantic gatees that forms the second
assumption. In the present study, as describedeeanl section 4.1, a word x feature
matrix was generated using the feature weights evieach cell represents the feature
weight of the feature corresponding to the wordatéee weight was considered as it
accounts for the salience of each feature in dasgithe meaning of the word for which
it is generated. Thus if more participants haveegated a feature higher will be its
feature weight value. The word x feature matrixte# order 300 x 1889 was obtained
which formed the input to the model. Therefore gweord had a vector of length 1,889
associated with it. In order to generate the mbadesked on the principle of similarity of
semantic features, the 300 word pairs were compagathst each other with respect to

their feature weights across 1,889 features.

4.3.1 Modeling of similarity. In order to visually represent the possible
organization of words in the mental lexicon, thaine between vectors associated with
each pair of words was employed as a measure dasiy Apart from cosine similarity
other tools have also been considered in literdtualculate the semantic distances and

similarity. The selection of appropriate metriceglly depends on the objectives of the
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individual study. For instance, self-organizing mgdBOMs) have been used as a means
to obtain semantic distances (Vinson, 2009) whadilitates comparison of the resulting
semantic distances and representation with neugingastudies as SOM’s are suitable
for dimensionality reduction and 2D planar représgon similar to the results of
neuroimaging studies. However the concern aboutiseeof SOM'’s is that the reduction
of a higher dimensionality into lower ones may léadoincidental proximity among the
words as the distances on the spatial map may owespond to distances in the
prototype space of the model (Vinson, 2009).

4.3.1.1 Cosine Similarity. The cosine similarity measure was considered deitab
for the present data as it calculates the simylafir each word by capturing the
cumulative influence of the feature vectors of bibits words in predicting the similarity.
It is based on the dot product of the feature wvecémd does not involve dimensionality

reduction. The cosine distances were calculatetyubie following formula:

Z-l x B;

I 4IIIIBII \/? \/?

For example, in the weight matrix below, both wonds'e vectors of dimension 4

similarity = cos(8) =

associated with them. Calculation for cosine sirtifas done as shown

Fl F2 F3 F4
Word 1 3 2 0 2
Word 2 4 0 4 3

3x4+2%x04+0x4+2%3

cos (6
6)= V32422402422 %42+ 0% + 42 + 32

P L RS N I
O T AT« VAL 4124640 2637
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As can be seen above, only those entries thah@rezero in bothword vectors
increase the value of the numerator and hence ithigasty value. This property of
cosine similarity is advantageous becawsevant higher similarity score between words
that have features common between thémcontrast, a measure such as Euclidean
distance is meant to measure dgsimilarity between two vectors. While it is possible to
use a dissimilarity measure ‘D’ to arrive at a $amiy measure ‘S’ using the formug&=
1/(D+1), measures such as Euclidean distance can prodlsee dasitives for vectors
with high dimensionality. For these reasons, CosBimilarity was preferred over

Euclidean Distance and other measures.

4.3.1.2 Discussion. The total number of similarity calculations wasrad out on
44,850 word pairs. For each of these word pairctsene distances had to be computed
across the vector of length 1,889. This resultedaimotal number of computations
equivalent to 44,850 x 1889 x 2 = 16,94,43,300. ythpn program was written to
automate the task of computation of cosine sintjlaand to produce output of the result
in an excel file (A list of six most similar worddong with their similarity value for the
300 words has been uploaded and is available forewing at
http://tinyurl.com/lexicalstudy). The data in thecel sheet was exported to JSON format
(JavaScript object notation) and the results vigadlusing a JavaScript framework. The
following graphs were generated to visualize th@rmedistances depicting similarities of
words with respect to each other. The visualizatiozave been uploaded and are available
for viewing at http://tinyurl.com/lexicalstudy-madeTherefore the graph depicts the
connections each word may have with its most smwilards based on their similarity
measure. Following are the graphs obtained for emrhantic category of nouns and

verbs analyzed in the current study.

120



/ T—nona
kaage EI/
—

/
goo]{_\—had u
kOIiﬁ_\ik?Mk/gx\\/’\navilu
//’//J/baa hukoli gini—

meenu

/ T kudure
aane \ o

| jinke
karadi \

chirathe
huli =

}10 a|___,.simha

Figure 11Cosine distances of semantic category- animals

Figure 11, obtained for the words belonging to categoryrofrels depict that the
words referring to birds form a separate group fieonds referring to domestic and wild
animals. Also interesting is the connection betwé&egy' '/kappe/ and fish /mi:nu/ which
is at the intersection of these two groups. Intely it is natural that even within the
category of animals the birds will be grouped tbgetand ‘fish’ and ‘frog’ being aquatic
and amphibians are grouped separately. The caonsehFigure 11lare thus consistent

with the intuitive judgment of similarity.
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Figure 12Cosine distances of semantic category- body parts

Figure 12depicts the interconnections of words belongingdmantic category
of body parts. The words have been connected obdhis of their semantic similarities

obtained through sharing of features.
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Figure 13Cosine distances of semantic category- clothing
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Figure 13shows that in the category of clothing, the woreferring to typical
clothing items such as shirt, pant etc. are groupgdther and are away from the words
which are not so typical clothing items such asélet (/bale/), ring (/fungura/). Hence it

is comparable to the intuitive similarity and effe€ typicality among these words.
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Figure 14Cosine distances of semantic category- fruits/adges

Similarly theFigure 14reveals the interconnections among the wordsnefgeto
fruits and vegetables. It is clear from the grapét the words referring to fruits have
formed a separate group as they tend to be mordasithan words referring to
vegetables. This segregation is coherent with hétive categorization of these words
into fruits and vegetables. Hence the data quainels supports the notion of categories

of fruits and vegetables.
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Figure 15Cosine distances of semantic category - Food

The interconnections of words belonging to the semacategory of food are
depicted in the above Figure 15. As it can be s@érnhe words grouped into this

category form close connections and are in congeugrith the intuitive categorization.
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Figure 16Cosine distances of semantic category- nature

The semantic category of nature has been depictethe Figure 16 The

interconnections of words with relation to eacheotban be observed. It is also seen that
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the word /bho:kampa/ which was grouped intuitiviely this category did not show any
noteworthy similarity with other words in the cabeg and hence did not result in any

connection with other members of the category.
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Figure 17.Cosine distances of semantic category- commorctshje

The Figure 17shows the interconnections of words referringdmmon objects.
The graph depicts that these common objects haam dgrmed small groups among
themselves forming subordinate categories, forams#, the words referring to TV,
computer, phone and fan have formed a group andlase together even though they
are connected to other members of the categoryiléBiynthe words /chinna/ (gold),
Ivajra/ (diamond) and /belli/ (silver) have formadyroup and so are typical household

items.
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Figure 18Cosine distances of semantic category- professipomts

The cosine distances for the words in the semaategory profession/sports and
sports have been depicted in the abBigire 18 As in the graph the words referring to
sports formed a separate group away from wordsriefeto profession. However the
word /sipa:yi/ (soldier) tends to show no connawior similarity with any other typical

members of the category.
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Figure 19Cosine distances of semantic category- tools
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The Figure 19shows the interconnections of words referringald have with
each other. The figure reveals that the membeustidgly chosen as a category indeed
share similarity with other members of the categomgl have closely related connections

with other members of the category.
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Figure 20Cosine distances of semantic category- vehicles

The semantic category of vehicles as been depiatétle Figure 20 with the
cosine distances the words share with each otivailaGto the category of tools, all the

members of the category form a closely related greihout any outliers.
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Figure 21Cosine distances of verbs

The aboveFigure 21 depicts the cosine distances of all the verbsthagelt is
evident from the graph that congruent to intuitoagegorization, words belonging to
categories such as cooking, body action and nbiges clustered together. It is also true
that the some of the words did not maintain sicatiegorization and occurred together
even though they were intuitively not classifiedbatonging to same category. This trend
may have resulted because verbs, unlike nouns teddck clear boundaries across
semantic categories. Few of the words did not saowpossible similarities with other
words hence were segregated from the clusters, (EBxglugu/). Such differences are
highly imperative in understanding the differendestween people’s intuition for

categorizing a member to that of actual principbéscategorization that work in the

mental lexicon.
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Hence in the present model, the interconnectionsngnwords belonging to the
domain of nouns and verbs were visually represebssgd on their semantic similarity
extracted by their semantic feature properties. Mbeel provides the clustering patterns
of the words built on their semantic similariti@®o respective semantic categories, thus
providing an insight into organization of mentaki®n on the principle of semantic

similarity i.e. relation of one word with respeotdther.

4.3.2. Cosine distances within and across semantiategories. The cosine
distances obtained were further studied in ordse®whether similar words are depicted
closer in the model than dissimilar ones basecheir semantic categories. Hence each
target word was compared for the cosine distartaagght have with words belonging to
the same semantic category as the target word ghdhe words belonging to the rest of
the semantic categories. Thus within-category noesime distances and across-category
mean distances were calculated for 10 noun catsgand 7 verb categories. The results
show that the mean distances for words within #raatic categories are significantly
(p< 0.05) less for all semantic categories of noand verbs than the mean distances
across-category. The across-category and withiegoay mean cosine distances and
their differences for all the semantic categoriesauns and verbs have been depicted in

Table 24 and Table 25 respectively
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Table 24.

Mean and SD of cosine distances- noun semantigoaés

Mean cosine distances

Semantic category  Across category

Within categoryffef2nce

Animals 977.53 (11.24)
Body parts 982.02 (16.62)
Clothing 966.09 (10.25)
Common objects 969.47 (12.07)
Food 961.81 (11.47)

Fruits/vegetables 966.67 (9.08)
975.85 (17.73)

984.20 (10.83)

Nature

Profession/ sports

719.86 (75.41) 257.67 (3D.4
801.39 (30.17)  180.633®P
735.88 (51.68)  230.21 (45.4
881.30 (30.94) 8@4772)
795.92 (53.07)  165.89 (50.35)
627.63 (67.26) (BBE65.59)

902.77 (26.02)  73.08 (26.63)
837.94 (40.03) 6.261(37.46)

Tools 971.47 (6.76) 780.79 (50.80) 190.67 (49.84)
Vehicles 980.71 (5.26) 552.19 (57.57) 428.52 (58.21
Table 25.

Mean cosine distances- verb semantic categories

Mean cosine distances

Semantic category

Across category  Within categoryiffeiznce

Body action 963.09 (17.77)
Body sense 978.23(15.07)
Construction/

destruction 961.65(14.76)
969.24 (6.90)

965.82(17.49)
969.53 (13.57)

970.5719.73)

Cooking
Motion change
Noises

State change

924.99
835.27

(28.69)
(14.54)

38.10
142.96

(15.52)
(22.00)

827.95
573.25
842.84
771.60
904.42

133.70
395.99
122.98
197.93
66.10

(34.10)
(62.97)
(21.21)
(56.85)
(13.70)

(25.86)
(64.40)
(8.18)

(47.32)
(12.10)

The differences in the mean

cosine distances acamsk within semantic

categories in the domain of nouns (Table 24) shawthe semantic category of vehicles
(M = 428.52;SD= 58.21) have highest difference followed by frlviegetablesNl =
339.04;SD= 65.59), animalsM = 257.67;SD= 80.42) and clothingM = 230.21;SD=
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45.41). The least difference is seen for the categature ¥ = 73.08;SD= 26.63). In the
semantic categories of verbs, the differences ianmdistances (Table 25) are smaller
compared to noun semantic categories. The higheahrdifference was present for the
category cookingM = 395.99;SD= 64.40). The least mean difference was seen fdy bo
action M = 38.10;SD= 15.52). The greater difference indicates thatwwbeds belonging
to same category are closer to each other and dotighter cluster. In the present study
this tendency was seen more often in the noun caé=g The semantic categories of
verbs had relatively less differences indicatingréhwere no clear category boundaries.
Thus the cosine distances obtained in the presedy slearly illustrates the differences
in the categorization patterns across nouns anasviarthe mental lexicon. This pattern
of differences in categorization is also reported fiumber of features, distinctive
features, shared features, featural weight andifeaypes in the present study, which

augments the present findings in this section.

The structure of mental lexicon and conceptual Kedge is also influenced by
higher linguistic and cognitive abilities such agferential knowledge, reasoning,
judgement, visual-spatial knowledge and contexe plesent model is however based on
written semantic features that are dependent ohaVdanguage skills and the verbal
language might be unable to capture few aspectvisafal-spatial knowledge an
individual may possess in the representation ofcthcept. The linguistic factors such
as syntax and morphology also play substantial irolmeaning representation however
the study of which is outside the realm of currerddel. The model proposed in this
study nonetheless explains the structure at thel le mental lexicon -a level where

words referring to various concepts have beendtiora structured manner.

4.4 Comparison of Semantic Features between Kannadad English

Objective 3: To compare lexical semantic representmn and organization

with respect to semantic features of Kannada with &glish language.

Research question Are there any differences in the distribution ofmsatic

feature properties between Kannada and Englishutagef?
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The conceptual knowledge and its structures haea beported to be relatively
constant across cultures and any variations arianegattributed to differences at the
linguistic levels rather than the conceptual knagke per se (Vigliocco & Vinson, 2007).
There might be variations in the manner in whicffedent languages may map the
knowledge from the conceptual level into lexicatrsmtic level present in the mental
lexicon. Hence the linguistic and cultural envire@mhof the language user can influence
the semantic representations in the mental lexicétannada studied in the present
research belong to an entirely different languageilly compared to English and is used
by people who are culturally very different. In erdo see whether the semantic features
generated in the present study were sensitivedsethlifferences the semantic features
generated for English was compared to the featgeeerated for Kannada. The most
extensive and widely used gold standard semardicife data for English language were
collected by McRae et al., (2005). This data cdasi$ semantic features generated for
541 concrete concepts along with distributionaltisias that are made publicly
accessible. With the aim of comparing the semdetitures generated from the present
study to that of English data (McRae et al., 2003, target words common in both the
data sets were selected which resulted in 98 weqesenting the same concepts in both
languages. These words were either translationaivalgnts (e.g., cat for /bekku/) or

borrowed Kannada words (e.g., /bassu/ for bus) femglish language.

The semantic similarity was analyzed between the $ets by comparing the
cosine distances (similarity values) of the wordsboth the sets. Thus the pair wise
similarity values of both the sets were comparadgugVilcoxon signed- rank test with
Bonferroni correction. The results revealed stiaadlyy significant differencest & 204.5,
p<0.001) with set of Kannada words having signiftbamigher cosine distances than
English words. Thus there was substantial varigbih the two data sets in terms of

semantic similarity.

4.4.1. Discussion.The results thus reveal that there were differenice the
semantic features generated and hence the diflesancthe similarity measures across
the words belonging to Kannada and English. Thiemihces cannot be just attributed to

methodological differences as the procedure empldge data collection and tabulation
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were identical for both the sets of data. The igroity between two languages reported
in the results, if not entirely, may be attributedthe influence of linguistic environment
and cultural differences among speakers of thelanguages. The semantic features are
parts of accessible information about objects arttbras that individuals acquire from
infancy. They acquire this knowledge by watchingnth using them, observing others
using them and talking and reading about them whas#velop into internal
representations people possess (Cree & McRae, 200 the environment plays

crucial role in formation of this knowledge.

The participants in our study were basically frome urban areas of Mysore,
Karnataka which has entirely different cultural aluuistic scenario compared to
participants in the McRae et al. (2005) data whaoeweative English speakers from
Canada and USA. The influence of culture and lagguwas very evident while
comparing the two data sets for common words. # mated that there were many words
in Kannada that lacked translational equivalent€English. For instance, in English
language there was a single word /rice/ for bokki/aand /anna/ (meaning cooked rice)
and two different words /mouse/ and /rat/ wherea&annada both are labeled using
single word /ili/. Similar discrepancies were noted most of the words in the semantic
category food that included food items. Most of thed items frequently consumed in
southern parts of India including Mysore were hargart of the data generated for
English language due to the cultural, geographiealations. Differences were also
noticed in the category of fruits and vegetablbs, frequency of usage of which again
largely depends on the geographical location. Swohks-linguistic variations have also
been reported for Japanese where they have a swogie/ashi/ for the concepts foot and
leg and across English and Dutch, where English theas terms describing spatial
relations (“on” and “in”), Dutch has three (“aarfin” and “op”) (Vigliocco & Vinson,
2007).

Although the words compared in the two data seteercurrent study represented
same concepts, the results show statistically fsogmit differences in the degree of
similarity among them. This indicated that therevasiability in the semantic features

generated and the salience of each feature fomptrétular word across two languages.
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This can be again influenced by the environmertetofrs, cultural and linguistic factors
that are involved in semantic featural makeup ef ¢oncept the word represents. It is
also true that even though the participants in ghesent study were native Kannada
speakers, exposure to English language was verynoconamong them. This influence of
bilingualism might have had an impact in the semsamtganization compared to typical
monolinguals studied by McRae et al. (2003). THesdtudy provides evidence that the
semantic representation of words may be influenbgdthe linguistic and cultural
differences and semantic features are sensitivaginto capture these differences. The
results also emphasize the need of establishingarsenfeature data in different
languages having different origins and culturakdsity.

4.5 General Discussion

The present doctoral research was proposed to stinelylexical semantic
representation and organization of words represgntiouns and verbs of Kannada
mental lexicon based on their semantic features.stady of semantic features provides
comprehensive knowledge to the understanding sktlaspects of mental lexicon. Hence
in the present study, the semantic features foetaosKannada nouns and verbs were
collected from native speakers. These features Vietther studied to address the

objectives and research questions posed in thg.stud

To describe lexical semantic representation in riental lexicon of native
Kannada speakers the distribution of semantic featdor the words in the mental
lexicon was studied. For this purpose a set of séimé&atures for 300 familiar nouns
and verbs selected from Kannada lexicon. Partitgpan the study were instructed to
write down the semantic features for lists of wopdsvided to them. Each word had 30
participant’s responses that were converted intoraputer database using custom made
software. The database consists of 48,170 respatsgased from 300 participants with
4,150 unique semantic features as responses. Oul, 180 semantic features, the
responses generated by less than five participangsparticular word were eliminated in
order to filter out idiosyncratic responses. Theafidatabase consisted of 1,889 semantic
features that were subjected to statistical analigsanswer the research questions taken
up in the study.
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The first research question of the present study ‘ae there any differences in
the distribution of semantic feature propertiesnasrthe domains of nouns and verbs in
Kannada mental lexicon?’ The research question feasulated to address the first
objective of the study. The analysis of semantatuees for their properties and their
distribution resulted in many significant findingegith regard to this question. The
distribution of semantic feature properties acrdsmains of nouns and verbs showed
significant differences leading to the rejectiontlod first hypothesis stating that there is
no statistically significant difference in the dibttion of semantic features between
nouns and verbs under study. The semantic featfrasuns and verbs in the present
study were analyzed for different featural progsrthamely number of features generated
for each word, featural weights, types of featugeserated, distinctive features, shared
features and feature correlation. The results tedethat the distribution of all of these

featural properties differs across the domainsooins and verbs.

The results indicate that there is considerable umhaf variations in the
representation of nouns Vs. verbs with respechéir tsemantic featural makeup in the
mental lexicon. The number of semantic featuredigeants had generated for the
domain of nouns and verbs differed from each otigr nouns 1 = 37.37,SD = 8.8)
having greater number of features than veMs=(30.29,SD = 9.3). Nouns used in the
present study have richer semantic representatiotiee mental lexicon as reflected by
the greater number of semantic features generatéldebparticipants. These features are
also easily accessible from their mental imagesuaibed during the process of semantic
feature generation by the participants. Similandrénave also been noted in previous
studies (Vinson, 2009) were concrete concepts hglodeh number of features. Similar
results were also obtained using picture naminkstas persons with Aphasia as well as
in their healthy counterparts (Matzig, Druks, Masta, & Vigliocco, 2009). It was noted
that pictures depicting nouns were named far mariekty and had less errors than
pictures depicting verbs even in normal healthyividdials, which indicates easy
accessibility of information for nouns. The progerteatural weights obtained for the
words belonging to the domain of nouhd £ 165.33,SD= 37.4) were also significantly
higher than the domain of verbM (= 101.68,SD = 27.0), which indicates that the

semantic features generated for nouns are far moiferm across participants. This
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reflects that there is greater amount of agreemaeming participants in describing a
concept using a feature in the domain of nouns ewetpto verbs. This tendency of noun
is indicative that the words belonging to nounseh@ensistent patterns of semantic

featural makeup across participants.

There were differences in the feature type distilouacross nouns and verbs.
The words belonging to nouns are mainly represend@dng to their concreteness,
through sensory features (Table 14) suchviasal form and surface propertiesnd
features describinfunction The verbs on the other hand are mostly repregamngiang
feature typecontext, functiomndtaxonomic featureglable 15). The feature tym®ntext
is used to label features generated by participavitech provide information about the
situations where the target word is frequently u3éte context features also consists of
grammatical context which were frequently generdigdparticipants in describing the
verbs. Thus features generated for verbs were owmrplex and could not be attributed
to only sensory modalities. The distribution oftutistive features and shared features
varied with respect to the domains of nouns anthsidParticipants had generated more
number of distinctive features and less sharedufeatfor the domain of verbs, as
opposed to nouns. The study done in English (Vin009) however reports the
opposite trend wherein the nouns representing tsbfeave more distinctive features and
less shared features compared to verbs depictingnacowing to the difference in the
nature of categorization among nouns and verbscdht&adicting results obtained in the
present study can be attributed to nature of veirbsKannada being highly
morphologically inflected, presents with greatefficlilty in generating features to
describe them in isolation without syntactic contéhis intrinsic difficulty of the task
may have lead participants to generate idiosyrecragsponses thus decreasing similarity
among features generated. The present study ndéestheeports differences in
distribution of distinctive and shared featureswasn the two domains. The feature
correlation also revealed significant differenceshwiouns having greater number of
feature pairs (280 pairs) highly correlating witick other than the features produced for
verbs (148 pairs) (Table 23). This trend is agadticative that words belonging to nouns
are represented by many semantic features thahared among their category members
whereas verbs have rather less predictable pattdrfsatures. The higher number of
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feature correlations may also be a result of thddgacy of nouns unlike verbs to have a
discreet category boundary and clear hierarchiesngnthe members and the categories
where correlating features may contribute to threlinig of the members together into a
category. The results of differences in featurapprties of nouns and verbs noticed in

the present study are congruent with previous rebdadings (Vinson, 2009).

The differences noticed in the semantic featuraperties among nouns and
verbs may also be considered as the implicationleoflifferences in the nature of nouns
and verbs themselves. It has also been reportédatnmisition of verbs occurs later
compared to nouns (Bassano, 2000; Bates et18P4; Caselli et al., 1995; Dromi,
1987; Fenson et al., 1994; Gentner, 1981, 18B&terson, Druks, & Gallienne, 2008;
Nelson, 1973; Stern, 1924) as the representatidruaage of verbs are considered more
complex than noun concepts. Nouns and verbs bedtomgo different kinds of content
words with nouns mainly representing concrete asdract entities referring to objects,
animals etc. and verbs represent simple and conguiB@ns. Nouns studied in present
research were root word with minimum morphologicdllections and easily imageable
ones. Verbs in Kannada on the other hand ofteratjethed to various morphological
markers that can take different forms to conveyedint meanings. These aspects of
nouns and verbs and their relatively different Isvef abstractness may have had
implications in their meaning representation, whieay have resulted in the variations of

their semantic featural makeup noticed in the prestidy.

The differences in the semantic features and tkemantic representation
between words representing nouns and words reqegererbs may also be due to the
different grammatical classes to which they beldfige nouns and verbs of a language
have different syntactic roles to play in formatioh meaningful and grammatically
correct utterances. The grammatical properties @fle are considered to be one of the
organizational principles of lexical knowledge hetbrain (Hillis & Caramazza, 1995;
Silveri & Di Betta, 1997). This grammatical class a lexical property honored by
cortical organization (Vinson & Vigliocco 2002). &hdissociations seen in naming
abilities of persons with Aphasia for the domaifigiouns and verbs provides evidence

that nouns and verbs may be represented at diffecetical regions and hence can be
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differentially affected by cortical lesions. The uneimaging studies have provided
evidence for the difference in cortical organizatad nouns and verbs and claim that the
left temporal lobe lesions are commonly seen irsqas with noun deficits and left
frontal/ parietal lobe lesions in case of verb d&fi (Matzig, Druks, Masterson, &
Vigliocco, 2009). Hence their grammatical class agdtactic roles may influence the
representation of nouns and verbs. The differemtebe semantic featural properties
across the domains of nouns and verbs reporteteimptesent study thus support the
claim that semantic features are capable of cagjuhiese semantic distinctions in the
representations of nouns and verbs thereby cofitripto the aspects of organization of

words in the mental lexicon.

The second research question of the present réseaas ‘are there any
differences in the distribution of semantic featyseoperties across the semantic
categories in Kannada mental lexicon?’ which wa® dbrmulated to address the first
objective of the study which was to understandéleal semantic representations of the
mental lexicon. The analysis of semantic featugperties with respect to the semantic
categories helps to understand the representatimh axganization of words into
categories in the mental lexicon. The semanticufehtproperties were studied with
respect to 10 semantic categories of nouns andegaaes of verbs. The distribution of
semantic features among these categories were agalied for the properties namely
number of features, featural weights, types ofuiest, number of distinctive features,
number of shared features and feature correlafibe.results reveal that there were many
statistically significant differences in the dibution of the semantic featural properties

across these semantic categories.

To facilitate comparison across semantic categorids possible combinations of
semantic category pairs were calculated for thedt@gories of nouns and 21 possible
semantic category pairs for 7 verb categories. \"éipect to the feature property number
of features there were more number of semanticgogyepairs (20 pairs) varying
significantly for nouns compared to semantic catggairs (3 pairs) of verbs. The results
indicate that the number of features participanésegated for words belonging to

different semantic categories of nouns varied déjpgnon their categories. For instance,
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words belonging to the categories of vehicles amchals had more number of features
generated compared to the semantic categorie®Isf twody parts and profession/ sports
(Table 8). However for the semantic category obsethe number of features generated
was almost uniform and did not show much variatgnoss categories (Table 9). The
semantic feature analysis for featural weights ats@aled similar patterns as seen for
number of features. The results based on featusghts can be considered more robust
as they are based on participant’s judgement of $alient a feature is in describing the
concept. The words belonging to the semantic categof animals, fruits/ vegetables
and vehicles had greater featural weights whereas¢émantic categories of tools and
profession/ sports had least featural weights @af)). The property featural weight also
showed similar trend as seen for number of featmi#s semantic categories of nouns
(24 pairs) exhibiting greater differences acrodegaries than verb categories (4 pairs).
This trend noticed for number of features and fedtweight emphasizes the nature of
categorization in the mental lexicon for words Inglimg to nouns which tend to possess
tighter binding of words belonging to same categangl clear distinctions for words
belonging to other categories as opposed to vetishwend to possess less category
related distinctions.

With the aim of understanding the possible bragiames that might be involved
in representation of words of the mental lexicdre semantic features listed by the
participants for words were classified into 17 feattypes and distribution of these
features were studied across categories. The kdgelabout a concept, according to
semantic feature based theories, is assumed tasbiébated as patterns of activation
across different sensory and/or motor informatiawcpssing areas of brain. This
assumption has also received evidence from neugdimgatudies reporting activation of
different brain areas during tasks involving acagfssemantic information from various
types of object knowledge (Martin & Chao, 2001; MarWiggs, Ungerleider, & Haxby,
1996). Hence in the present study, some of theifeaypes were classified into sensory,
motor and function information while others corresged to higher abstract knowledge.
The feature type distribution patterns obtainednfrthe semantic features listed by
participants are a convincing measure of repreientaf concepts in the mental lexicon.

It is based on the assumption that during generaticemantic features for target words,
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participants instantiate a multisensory image o thrget word and pick out the
important information that are essential in desogband differentiating them from
similar ones. Thus the features listed by partiipaeferring to this image reflect the
relative proportion of each type of information @ssible from the representation of the
concepts that differentially activates the sensangtor/action areas, higher order
abstract-knowledge areas, and mediating associatieas (Cree & McRae, 2003). The
featural makeup with respect to the feature typed for each category in the present
study was found to be diverse in noun semanticgogites compared to the categories of
verbs. Each of the semantic categories of nounscaaprised of different feature types
(Table 16). For instance, the category of animalsidated withvisual form and surface
propertyfeatures and features describsygtemic propertiesThe category tools, on the
other hand were dominated by features describiadutictionthat can be accomplished
using the tools. Thus, there were differences enfdature types each category was most
reliant on for representation in case of semangitegories of nouns. However such
differences were absent across the verb categbaesvere mostly reliant on feature type
contextand to some exterftinction features (Table 17). The patterns of distributién o
feature type across semantic categories obtaindteipresent study are congruent with
the results seen in previous similar studies (MinstD09; Cree & McRae, 2003). The
patterns of feature type associated with each oagabus, is very crucial as it provides a

window into the representation of these concepts.

In the present study, the feature type distributiwas also analyzed using
decaying weights based on the ranks of the featase®xplained previously. The
decaying weights are highly valid and imperativetteesy provide emphasis on features
produced first by the participants for a concepntthe ones produced later. This helps to
gain insights into the importance and hierarchysefmantic features for each concept
which is empirically derived from participant’s pemises. Hence based on these ranked

features, a clearer picture of semantic featurepamition can be obtained.

The distribution of distinctive features and shafedtures were also analyzed
with respect to each of the semantic categoriesoohs and verbs. As the distinctive

features are very crucial in identifying a conckptn similar ones, study of distribution
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of these features across semantic categories telpsderstand semantic representation
of words in their specific categories. The disttibn of shared features on the other
hand, sheds light on categorization of words imspective categories as they estimate
the similarities of featural makeup among wordsaifir to the findings for other featural
properties and previous studies (Cree & McRae, 2068o0n, 2009), the distinctive
features and shared features also had significambiye semantic category pairs varying
with respect to each other in the domain of nodrable 19) compared to that of verbs
(Table 20). The results again provide evidenceterdifferences in the categorization of

words belonging to nouns and verbs.

Feature correlation was also studied across setnaategories as it is an important
featural property revealing the presence of refatithe features may have among each
other. This property has influence in the semamtianization of words into categories in
the mental lexicon (Malt & Smith, 1984; Rosch, 19R®sch, Mervis, Gray, Johnson, &
Boyes-Braem, 1976). The feature correlation predioe occurrence of one feature in the
presence of another thus indicating their co-oenaes. The semantic features listed by
participants in the present research were subjetctddrther correlational analysis to
understand category wise distribution. The regeltgaled that a number of feature pairs
showed significant correlation with each other (€at23). However there were a lot of
variations seen even across noun semantic categasisome categories had as high as
429 feature pairs correlating while others hadoas &s 3 feature pairs correlating with
each other. There was thus no obvious trend notlicdtie features in terms of their
correlations. The semantic categories of verbs kiewkad fewer correlations compared
to semantic categories of nouns. Cree and McRaw&tezpsimilar results in 2003, who
studied feature correlation in concepts represgntibjects (houn) concluded that the
analysis of feature correlations is essential éstihg knowledge at the featural level, but
not a valuable tool for understanding categorizatibknowledge.

The present study thus enhances our current kngeladout the lexical semantic
representation and organization of words in thetaldexicon of Kannada. As evidenced
in the present study, there is a clear distinctiothe organization of words referring to

nouns from that of verbs in the mental lexicon, chkhis reflected as the variations in the
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distribution of semantic features. Each semantiegmy has different types of features
contributing to their representation in the meréxiicon. The study also demonstrates
that the words representing semantic categorieasoahs have clear boundaries across
categories as they presented with significant diffees in the distribution of featural
properties. The semantic categories of verbs onother hand, did not show much

category wise variation in distribution of featupsbperties.

The second objective of the study was to develd@mmework for a model of
lexical semantic representation and organizatioKannada on the basis of the data on
semantic features derived from 300 participants at@onative speakers of Kannada. The
semantic feature distribution plays central rolesemantic organization in the mental
lexicon. The words in the mental lexicon with oe@ping semantic features tend to
cluster together to form semantic categories. Haiablishing similarity measures of the
words with respect to each other based on theiasgmfeature weights is one way to
understand and visualize the structure of mentaicd®. In the present study, the
similarity between words was established by catougatheir cosine distances. The
cosine distances were calculated based on therdéeateights of overlapping features
between the word pairs as discussed earlier. Tidtsewere graphically visualized to
model the organization of words in the mental lerion the basis of semantic similarity.
Graphical representations were obtained for nowsrfs and also for semantic categories
of nouns. The graphs depict the semantic similagtgtions the words share with other
words in the mental lexicon. The cosine distandggained for the words were analyzed
to see if in the model the words belonging to saategory are closer to each other than
to the words belonging to other categories. Thaltesevealed that for all the semantic
categories, the within-category mean distances wamialer compared to across-category
mean distances for both nouns (Table 24) and @’sle 25). The results also revealed
that the differences in mean distances in verb sémeategories were smaller compared
to noun semantic categories. The greater diffeefmesemantic categories of nouns in
the present model are significant as they showrbah categories have clear category

boundaries whereas verbs do not show distinct cétgion.
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The third research question posed in the study‘Masthere any differences in
the distribution of semantic feature propertiesMeein Kannada and English language?
This research question aimed at addressing théhfaljective of the study, which was
to compare the organization of words based onehwatic feature properties in English
and Kannada. The semantic features have been elyrstudied for English language
and most frequently used semantic feature datadarantic memory research are the
ones developed by McRae et al. (2005). For the gaa&rpof comparison the words
common in the stimuli of the present study and Emglish data was considered. The
common words in both the data sets consisted ofidnganslational equivalents for
Kannada words and English borrowed words frequamgBd in Kannada. The semantic
similarity was measured for both the sets by compathe cosine distances based on
their featural weights. The results revealed thatttvo data sets varied significantly in
terms of similarity measures. The cosine distaneese smaller for English words
compared to Kannada words. Although same words eergared across two languages
there were differences in the featural propertieshsas featural weights across languages
as evidenced in the result. The feature weightscatel what features are considered

salient by participants in describing a concept.

The differences in the featural properties may tixbated to the differences in
the two languages as semantic feature generatican igxplicit verbal task greatly
dependent on language to describe the featuresdiffaeence in the similarity measures
of two languages may or may not indicate that theee differences at the conceptual
level as the conceptual knowledge is consideredeusal across all languages (Vigliocco
& Vinson, 2007). The difference may be at the lowerel, the lexico-semantic level
where there is mapping of conceptual knowledgeldoguage use. Variations in the
linguistic structures influence what informationaanceptual knowledge is mapped onto
to lexical semantic level. For instance, it wasceat that in English language there was a
single word /rice/ for both /akki/ and /anna/ (mi@gncooked rice). This does not mean
that English speakers cannot distinguish betweertvtb but it simply means they do not
have a separate name for it. Hence the variatiesigting in the study may be attributed
to influence of language at lexical semantic leragher than at the conceptual level.

Language is also highly influenced by the cultured ageographical location. The
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multilingual background in India opens up with a dg@eater challenge to understand the
semantic representation of each language in thdainkxicon as these factors play a
crucial role in shaping the language to accommotlegeequirements of language users.
Thus the results of the study emphasize the diffee in semantic representation that
may be present across the languages that différ mepect to origin, structure and

linguistic properties.
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Chapter 5: Summary and Conclusion

The organization of words in the mental lexicon #émel nature of representation
of the meanings of the words have been central éseofh research in psycholinguistic
and neurolinguistic studies. The study of semafemtures provides comprehensive
knowledge to the understanding of these aspeatseotal lexicon. They form the basis
of numerous models and theories developed to desanental lexicon. Studying these
features helps in better understanding of neumalesentation of words in the brain of
healthy individuals as it can augment the resedmtiings from the neuroimaging
studies. Knowledge of meaning representation agdrozation of words in the mental
lexicon plays an extremely crucial role in rehdatlon of persons who have been
affected by semantic deficits caused by neuroldgirain damaging conditions such as
aphasia and dementia. The semantic feature prepexte also very helpful in designing
stimuli for various behavioural and linguistic expeents used in research of lexical
semantics. Even though semantic features have éme@foyed in Indian languages for
Aphasia therapy (Rangamani & Prema, personal coruaton), the features
themselves have not been studied for their pragseréind for their contribution to
organization of the mental lexicon. Hence the presesearch was designed to study the
semantic features for organization and represemtatf nouns and verbs in Kannada
mental lexicon. The next section summarizes theltesf the analysis done with respect

to the aims and objectives and research questicthe study.

With the primary aim of studying the semantic feasuof nouns and verbs,
initially a list of 300 words were selected fronetiannada lexicon comprising of 200
nouns and 100 verbs. These words were pseudo-raydistributed into 10 lists each
consisting of 30 words (20 nouns & 10 verbs). Theeed lists were distributed among
300 native Kannada speaking adults (18-30 years)waare instructed to list down the
semantic features that they think describes thgetavords. Each participant thus listed
features for 30 words. The obtained responses findsvwere tabulated into custom
software to develop a semantic feature databadge.dHtabase of semantic features was
subjected to further analysis in order to addrassprimary objective by answering the
following two research questions.
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Research question 1: Are there any differenceshéndistribution of semantic

feature properties across the domains of nounyars in Kannada mental lexicon?

Findings: The semantic feature properties varigdicantly across the domains
of nouns and verbs. The semantic features of nandsverbs generated in the present
study were analyzed for different featural progsrthamely number of features generated
for each word, featural weights, types of featugeserated, distinctive features, shared
features and feature correlation. The results tedethat the distribution of all of these

featural properties differs across the domainsooins and verbs.

Research question 2: Are there any differencesdhendistribution of semantic

features properties across the semantic categorisnnada mental lexicon?

Findings: The distribution of semantic features agithe 10 semantic categories
of nouns and 7 categories of verbs were studiedherproperties namely number of
features, featural weights, types of features,irdisve features, shared features and
feature correlation. The results reveal that tiveeee statistically significant differences
in the distribution of the semantic featural prdgsr across the semantic categories of
nouns. The differences in distribution of featureperties were comparatively less for
the semantic categories of verbs. This was seemlfdhe semantic feature properties

considered for the study.

The results thus emphasize the differences in thganization of words
representing nouns from that of verbs in the meletalcon. The words representing
nouns in the present study being concrete condepts richer semantic representation
and readily accessible semantic features thandhes\as revealed by greater number of
features listed for nouns. The semantic featurddemgo of nouns have consistent patterns
as opposed to verbs and greater agreement amotigigaants as revealed by higher
featural weights. The study also provides insightb ithe composition of featural
information involved in semantic representationnotins and verbs and their semantic
categories that correlates with the information cpesing areas in the brain thus
providing a neural basis for semantic represemafite distinctive feature distribution

emphasizes what features are unique to represeoneept and shared features and

146



feature correlations on the other hand illustratatfeatures are present in more than one
concept and thus facilitate clustering of wordsespnting similar concepts together. The
present research thus elucidates the organizatidrs@mantic representation of words in

the mental lexicon.

Based on the semantic feature obtained from thseptestudy, an attempt was
made to model the possible structure of words &ed interconnections in the mental
lexicon that formed the second objective of thedgtuAs semantic similarity is an
important organizational principle of the mentadit®n, the semantic similarity measures
were obtained for the every word by obtaining cesdistances of each word with
another. The cosine distances were calculated mas#tk featural weights generated for
semantic features of respective words. Hence thdematilizes empirical evidence
obtained from the present study. The interconnestisords may have were graphically
depicted. The structure and interconnections ofd&an the model is in agreement with
the intuitive categorization of words into semarmtitegories. The within-category cosine
distances for words were significantly smaller tlzamoss-category distances providing
evidence that the model is sensitive to the cateafion principles of mental lexicon.
Noun categories had greater differences than vategories thus indicating that the
model demonstrates the differences in categorizdigiween the domains of nouns and
verbs. Hence in the present research the Kannadtahtexicon was modeled based on
semantic feature properties. The tertiary objeatif/the study was to compare the lexical
semantic representation and organization in KanaadbEnglish, which was addressed

in the following research question.

Research question 3: Are there any differenceshéndistribution of semantic

feature properties between Kannada and Englishutayef?

Findings: The semantic similarity measures of wdrdknging to English and
Kannada obtained from their semantic feature ptegseshowed significant difference.
Although the words represented same concepts ih bw¢ languages there were

differences observed in this measure.
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The result thus indicates that it is not uncommonfihd differences in the
semantic featural makeup for words in two languaggegeneration of semantic features
is based on verbal language in both the data #et:miay be true that conceptual
knowledge may be universal and may not be affebtetenguage but there might be
differences at the lexical level where conceptuadvidedge is mapped using linguistic
symbols for language production and comprehengibthis lexical semantic level in the
mental lexicon, the semantic representation islpigtiluenced by the linguistic, cultural
and geographical background of language user. Bagi conceptual knowledge into
linguistic output to accommodate the varying reguients of language users could have
led to the above differences leading to differenicesrganization and representation of

words in the mental lexicon of the two languages.

5.1 Limitations of the study

The present study provides valuable insights inke tlexical semantic
organization of words in the mental lexicon usimgp&ically derived semantic features.
Few aspects nonetheless limited the study. Onenadfhwcan be the nature of descriptions
provided by participants in the semantic featureegation task. It is not usually very
easy to describe the visuo-spatial information allo&: concepts (E.g., feature describing
size of an object) using written or verbal languagel hence such cues may not be
adequately present in written semantic feature. ddtte participants also tend to list more
features that help discriminating one concept franother rather than listing all the
features, which might result in poor descriptioneaich concept, as they are likely to
ignore very obvious features. Another concern alseatantic features, especially those
generated for verbs is that it is generated fofated words. Features produced for
isolated words may not account for the influencesyitactic relations and context for
which the word meanings are highly susceptible.sT¢en be more pronounced for
agglutinative languages such as Kannada. Defigte drawbacks, there is substantial
evidence that the semantic features nonethelesa aitlerstanding representation in the

mental lexicon.
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5.2 Conclusion

The present doctoral research provides empiricdélyived sets of semantic
features for nouns and verbs of Kannada. The aiagemantic features were further
studied for their featural properties and implioas of these properties in the
organization and representation of words in the taielexicon. An attempt was also
made to develop a framework to model the structum@ organization of words in the
mental lexicon based on the degrees of semanttar&eaimilarity. The influence of
language on the semantic features and represents#tiwords in the mental lexicon was
also analyzed by comparing the semantic similamgasures for words in English to the

Kannada translational equivalent words in prestrtys

5.2.1 Implications and Future directions

The present study provides semantic feature data0i@ words in Kannada along
with their distributional statistical measures. ®taedy also provides six features having
the highest featural weights for each word alonthwieir featural weights, five most
similar words for each word along with their cosatistances and the highly correlating
semantic features along with their correlation fioeint values. This data can be
employed to conduct various behavioural studiasnterstand language processing such
as semantic priming. The empirically derived semeagimilarity measures obtained from
the study can be employed to develop stimuli f@hdoehavioural studies thus increasing
the objectivity and reliability of the studies.

The semantic feature data for words along withrtfegitural weight measures can
be utilized in the selection of stimuli for resdarstudies, rehabilitation of individuals
with semantic deficits. Selection of stimuli foretiapy techniques used to treat semantic
deficits such as Semantic Feature Analysis (SFA) lma based on the featural weight
measures of the study that is derived empiricallyhe semantic features can also be
employed in formulating treatment strategies to rionp vocabulary in children with

language impairments.

The custom software developed in the present sisdiexible and language

independent and can be easily employed to devedopastic feature database in other
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languages. The current semantic feature databaséfomada words can also be further
developed by adding more number of words along t#gir semantic features. Further
the semantic features can be studied for abstoatepts and other parts of speech such
as adjectives, adverbs, idioms and metaphors terstahd their representation in the

mental lexicon.
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APPENDIX

A) Word list

Sl English Domain Semantic

No IPA Translation category

1 fa:ne/ Elephant Noun Animals

2 falilu/ Squirrel Noun Animals

3 /badu kol.i/ Duck Noun Animals

4 /bekku, Cat Nour Animals

5 [tfirade/ Cheetat Nour Animals

6 Itfite/ Butterfly Noun Animals

7 [gin;i/ Parrot Noun Animals

8 /go:be Owl Nour Animals

9 /haddou/ Eagle Noun Animals
10 /halli/ Lizard Nour Animals

11 /hasu Cow Nour Animals

12 /huli/ Tiger Nour Animals

13 fili/ Ra Nour Animals

14 | [jinke/ Deer Noun Animals

15 /ka.ge/ Crow Noun Animals
16 /kappe Froc Nour Animals

17 | /karalif Bear Noun Animals

18 /keabbe/ Donkey Noun Animals

19 /ko:gile/ Cuckoc Nour Animals

20 | /ko:li/ Hen Noun Animals

21 /ko:0i/ Monkey Nour Animals

22 /kudure/ Horse Noun Animals
23 [kuri/ Shee| Nour Animals

24 /me:nu/ Fish Noun Animals
25 /molay Rabbi Nour Animals

26 /na:yil Dog Nour Animals

27 /navilu/ Peacock Noun Animals
28 | Inona/ Housefly Noun Animals

29 /simha Lion Nour Animals

30 | /oola/ Wolf Noun Animals

31 /bajil/ Mouth Noun Body Parts
32 /bera u/ Finger Noun Body Parts
33 | /hotte/ Stomacl Nour Body Part
34 /hubbu/ Eyebrow Noun Body Parts
35 /ka:lu/ Leg Noun Body Parts
36 /kai/ Hanc Nour Body Part
37 [kannu/ Eye Nour Body Part
38 [Kivi/ Eai Nour Body Part
39 /ko:dalu/ Hair Noun Body Parts
40 /mandi/ Knee Noun Body Parts
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41 /mo:gu/ Nose Noun Body Parts
42 /6ale Heac Nour Body Part
43 | /bale/ Bracelet Noun Clothing
44 | /tfappali/ Footwear Noun Clothing
45 /cho:di da:re - Nour Clothing
46 /gejjes Anklet Nour Clothinc
47 /karava$ra/ Handkerchie Nour Clothing
48 /oale/ Earring Noun Clothing
49 /pant* Pan Nour Clothing
50 /sara/ Necklace Noun Clothing
51 /se:re Sare! Nour Clothinc
52 | /fa:lu/ Shawl Noun Clothing
53 [fartu/* Shirt Noun Clothing
54 /sweater/* Sweater Noun Clothing
55 [to:pil Car Nour Clothinc
56 /ungura/ Ring Nour Clothing
57 fakki/ Rice Noun Food

58 /anna/ Rice Noun Food
59 /benne/ Buttel Nour Fooc

60 /bisket* Biscuil Nour Fooc

61 | /t/apadi/ - Noun Food

62 ftfokolet/* Chocolate Noun Food

63 /d0:se - Nour Fooc

64 /go:oi/ Wheat Noun Food
65 | /holige/ - Noun Food

66 | /hotel/* Hotel Nour Fooc

67 /ais kri:m/* Icecream Noun Food
68 fidli/ - Noun Food

69 /dza:munt - Nour Fooc

70 /madzdzige Buttermilk Nour Fooc

71 fra:gi/ Raag Nour Fooc

72 /sa:ru Soug Nour Fooc

73 /sa:sive/ Mustard Noun Food
74 /6uppa Ghet Nour Fooc

75 /uppina ka:ji/ Pickle Noun Food
76 /uppittu - Nour Fooc

77 /ananas Pineappl Nour Fruits

78 | /bae hanu/ Banana Noun Fruits
79 /batani/ Peas Noun Fruits
80 /be:t ro:t* Beetroo Nour Fruits

81 /bel Lul Li/ Garlic Noun Fruits

82 /bende ka:ji/ Lady’s Finger Noun Fruits
83 /da:limbe/ Pomogrena Nour Fruits

84 | /orak(il Grapes Noun Fruits
85 | [exrul Li/ Onion Noun Fruits

86 /halasina hanu/ Jackfrur Nour Fruits

87 /he:re ka:ji/ Ridge Gourd Noun Fruits
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88 | /ho:ko:su/ Cauliflower Noun Fruits

89 /huruli kaji/ Bean: Nour Fruits

90 /kabbu/ Sugarcane Noun Fruits

91 /kallangadi hanu/ Water Melon Noun Fruits

92 | /kifbale hanu/ Orange Noun Fruits

93 /kobambari soppt Coriande Nour Fruits

94 /ma:vina hanu/ Mango Noun Fruits

95 | /mejasina kaji/ Chilli Nour Fruits

96 | /mo:langi/ Raddish Noun Fruits

97 /mo:sambi Sweet Lim Nour Fruits

98 /nimbe/ Lemon Noun Fruits

99 | /parangi hanu/ Papaya Noun Fruits

10C | /sapots Cheeki Nour Fruits

101 | /se:bu/ Apple Noun Fruits

102 | /si:be hanu/ Guava Noun Fruits

103 | /soppu Leafy Vegetable Nour Fruits

104 | /sowe kajii Cucumbe Nour Fruits

105 | /Bengina ka:ji/ Coconut Noun Fruits

106 | /a:kafa/ Sky Noun Nature

107 | /aramane/ Palace Noun Nature

10€ | /benki Fire Nour Nature

10¢ | /besige Summe Nour Nature

11C | /betta Mountair Nour Nature

111 | /bho:kampe Earthquak Nour Nature

112 | /bho:mi/ Earth Noun Nature

115 | /bisilu/ Sunligh Nour Nature

114 | itfali ga:la/ Winter Noun Nature

115 | Jele/ Leaf Noun Nature

11€ | /gida Plan Nour Nature

117 | /hu:vu/ Flower Noun Nature

11¢ | /dzalapaba Waterfal Nour Nature

11¢ | /ka:du. Fores Nour Nature

120 | /male/ Rain Noun Nature

121 | /maynu/ Soil Noun Nature

12z | /mara Tree Nour Nature

12% | /moda Clouc Nour Nature

124 | /Imrugalaja Zoa Nour Nature

12t | /nadi River Nour Nature

126 | /rangoli/ - Noun Nature

127 | /udjanavan: Parl Nour Nature

12¢ | /ba:chaige/ Comt Nour Common objec
129 | /ba:gilu/ Door Noun Common objects
130 | /bel li/ Silver Noun Common objects
131 | /bla:k board Black Boart Nour Common objec
132 | /bottle/ Bottle Noun Common objects
13% | /baket Bucke Nour Common objec
134 | jtfe:lal Bag Noun Common objects
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135 | tfinna/ Gold Noun Common objects
13€ | /kamputer* Compute Nour Common objec
137 | /oaira Threac Nour Common objec
138 | /dabbi/ Box Noun Common objects
13¢ | /di:pa Lamg Nour Common objec
14C | /dimbu; Pillow Nour Common objec
141 | /fan/ Far Nour Common objec
14z | /gadija:ra Clock Nour Common objec
143 | /gombe/ Doll Noun Common objects
144 | /hoddige Blanke Nour Common objec
145 | /ka:gada/ Paper Noun Common objects
146 | /kannadaka/ Spectacles Noun Common objects
147 | /kapa:tu/ Cupboard Noun Common objects
14¢ | /kasada butt Dustbir Nour Common objec
14¢< | /kitaki/ Window Nour Common objec
150 | /kurtfi/ Chair Noun Common objects
151 | /lipstick/* Lipstick Noun Common objects
15z | /mantia/ Col Nour Common objec
15% | /mane Houst Nour Common objec
154 | /me:dzu/ Table Noun Common objects
155 | /nalli/ Tap Noun Common objects
156 | /pafre/ Bowl Noun Common objects
157 | /pen* Per Nour Common objec
15€ | /pensil* Penci Nour Common objec
159 | ffo:n/* Phone Noun Common objects
16C | /porake Broomr Nour Common objec
161 | /pusdake Book Nour Common objec
162 | /su:dzi/ Needle Noun Common objects
163 | Miwvi/* Tv Nour Common objec
164 | /wadzra/ Diamond Noun Common objects
165 | /kerrm;* Caron Nour Profession/spor
166 | /kriket/* Cricket Noun Profession/sports
167 | /doctor/* Doctor Noun Profession/sports
168 | /fut ba:l/* Foot Ball Noun Profession/sports
169 | /nurs/* Nurse Noun Profession/sports
17C | /raida Farme Nour Profession/spor
171 | ItfiktSfaka/ Teache Nour Profession/spor
172 | Isipaiji/ Solider Noun Profession/sports
173 | /tennis/ * Tennis Noun Profession/sports
174 | lwjapa:ra Busines Nour Profession/spor
17t | /bando:ke Rifle Nour Tools

17€¢ | /be:ga Lock Nour Tools

177 | itfaku/ Knife Noun Tools

178 | /e:lige mae/ - Noun Tools

179 | Jeni/ Ladder Noun Tools

180 | /garagasa/ Saw Noun Tools

181 | /helmet * Helme Nour Tools

182 | /idri pettige/ Iron Box Noun Tools
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183 | /kabari/ Scissors Noun Tools

184 | /negilu, Plough Nour Tools

185 | /skru: driwer/ * Screw Driver Noun Tools

18€ | /suwbbigei Hamme Nour Tools

187 | bakkadi/ Weighing machine Noun Tools

188 | /aotoriktSa/ * - Noun Vehicles

18¢ | /bike/* Bike Nour Vehicles

19C | /bassL* Bus Nour Vehicles

191 | /ka:ru/ Car Noun Vehicles
19z | /saikal * Cycle Nour Vehicles

193 | /yébina ga:di/ Bullock Cart Noun Vehicles
194 | /kudure ga:di/ Tonga Noun Vehicles
195 | /la:ri/ Lorry Noun Vehicles
19€¢ | /railu/ Ralil Nour Vehicles

197 | /sku:tar * Scoote Nour Vehicles

198 | /tempo/ * Tempo Noun Vehicles
19¢ | /tra:ktar.* Tractol Nour Vehicles

200 | Nima:na/ Airplane Noun Vehicles
201 | /a:du Play Verb Body Actior
202 | Ja:kalisu/ Yawn Verb Body Action
203 | /a:granisu/ Smell Verb Body Action
204 | /agil/ Chew Verb Body Action
20t | /alu/ Cry Verb Body Actior
206 | /ba:tfu/ Comb Verb Body Action
207 | /barisu/ Beat Verb Body Action
20€ | /bari/ Write Verb Body Actior
209 | /be:lu/ Fall Verb Body Action
210 | /bikkalisu/ Hiccup Verb Body Action
211 | itfutftfu/ Pierce Verb Body Actior
21z | le:dzu Swim Verb Body Actior
213 | Jenisu/ Count Verb Body Action
214 | lesi/ Throw Verb Body Action
21E | /hairisu Fly Verb Body Actior
216 | /hari/ Tear Verb Body Action
217 | /helu/ Tell Verb Body Action
21€ | /hidi/ Hold Verb Body Actior
21¢ | /hindu Squeez Verb Body Actior
220 | /hodi/ Hit Verb Body Action
221 | /holi/ Stitch Verb Body Action
222 | [horu/ Carry Verb Body Action
22% | /huduku Searcl Verb Body Actior
224 | ltfagd.awa:du/ Quatrrel Verb Body Action
22% | /katftSu/ Bite Verb Body Actior
226 | /kari/ Call Verb Body Action
227 | Iku:rul Sit Verb Body Actior
228 | /kudi/ Drink Verb Body Action
229 | /kunj/ Dance Verb Body Action
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230 | /ma:du/ Do Verb Body Action
231 | /madisu Fold Verb Body Actior
232 | /muttu/ Touch Verb Body Action
23% | /nadeda:dt Walk Verb Body Action
234 | /nagu/ Laugh Verb Body Action
23t | /nenapa:gt Remembe Verb Body Actior
236 | /nidrisu/ Sleep Verb Body Action
237 | Inillu/ Stand Verb Body Action
23€ | /nungu Swallow Verb Body Actior

23¢ | /odi/ Kick Verb Body Actior

24C | /o:0u Reac Verb Body Actior
241 | /o:du/ Run Verb Body Action
24z | Isigu Reacl Verb Body Actior

24% | /6innuj Eal Verb Body Actior
244 | [goli/ Wash Verb Body Action
245 | Puka ha:ku/ Weigh Verb Body Action
24€ | /Borisu Show Verb Body Actior
247 | lugi/ Spit Verb Body Action
248 | Jjotfisu/ Think Verb Body Action
24¢ | /tfalija:gu/ Cold Verb Body Sens

250 | /ke:lu/ Ask Verb Body Sense
251 | /no:du/ See Verb Body Sense
252 | /Ino:wu Pair Verb Body Sens

253 | /rutfi/ Taste Verb Body Sense
254 | /fekejagu/ Hot Verb Body Sense
255 | [uri/ Burn Verb Body Sense
25€ | /dzodisu Arrange Verb Constructiol

257 | /kabbarisu, Cul Verb Constructiol

25€ | /kattu Bind Verb Constructiol
259 | /kot[tfu/ Chop Verb Construction
26C | /kollu/ Kill Verb Constructiol
261 | /ku:disu/ Join Verb Construction
262 | /muri/ Breal Verb Constructiol
263 | /sudu/ Burn Verb Construction
264 | /oiwi/ Poke Verb Constructiol

265 | /bejisu, Cook Verb Cooking

266 | /huri/ Fry Verb Cooking

267 | /kudisu, Boil Verb Cooking

268 | Buri/ Grate Verb Cooking

269 | /elil Pull Verb Motion Change
270 | /e:u/ Get Up Verb Motion Change
271 | /horadu Star Verb Motion Chang
272 | /mulugu/ Drown Verb Motion Change
275 | /oallu/ Pust Verb Motion Chang
274 | be:lu/ Float Verb Motion Change
275 | /eewalu/ Crawl Verb Motion Change
276 | Birugu/ Spin Verb Motion Change
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277 | Jurulu/ Roll Verb Motion Change
27¢ | /Ibogd u/ Bark Verb Noise:

279 | /ghardzisu/ Roar Verb Noises

280 | /gonagu/ Whisper Verb Noises

281 | /ha:du Sing Verb Noise:

282 | /kemmu/ Cough Verb Noises

283 | /kirutfu/ Shout Verb Noises

284 | /ku:gu Call Verb Noise:

28t | [si:nui Sneez Verb Noise:

286 | Pegu/ Burp Verb Noises

287 | /bisi ma:du Hea Verb State Chanc
288 | /gellu/ Win Verb State Change
289 | /dza:8i ma:du/ Increase Verb State Change
290 | /kammi ma:du/ Decrease Verb State Change
291 | /karagisu Melt Verb State Chanc
29z | /kartfu ma:du/ Spenu Verb State Chanc
293 | /kondu kd,Lu/ Buy Verb State Change
294 | /Imaru, Sell Verb State Chanc
295 | /maréu ho:gu/ Forget Verb State Change
296 | /pu:di golisu/ Complete Verb State Change
297 | /so:lu Lose Verb State Chanc
29€ | /Bampu ma:dt Cool Verb State Chanc
299 | Bumbu/ Fill Verb State Change
300 | /ulisu/ Save Verb State Change

* Borrowed words

A list of the six features with maximum feature gleis for 300 words generated

in the present study has been uploaded and isshlailor viewing at
http://tinyurl.com/lexicalstudy

A list of six most similar words along with theinslarity value for the 300

words has been uploaded and is available for vigatn

http://tinyurl.com/lexicalstudy
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