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Summary The aim of this study is to investigate the relationships between cita-
tions and the scientific argumentation found abstracts. We design a related article
search task and observe how the argumentation can affect the search results. We
extracted citation lists from a set of 3200 full-text papers originating from a narrow
domain. In parallel, we recovered the corresponding MEDLINE records for analysis
of the argumentative moves. Our argumentative model is founded on four classes:
PURPOSE, METHODS, RESULTS and CONCLUSION. A Bayesian classifier trained on
explicitly structured MEDLINE abstracts generates these argumentative categories.
The categories are used to generate four different argumentative indexes. A fifth
index contains the complete abstract, together with the title and the list of Med-
ical Subject Headings (MeSH) terms. To appraise the relationship of the moves to
the citations, the citation lists were used as the criteria for determining related-
ness of articles, establishing a benchmark; it means that two articles are considered
as ‘‘related’’ if they share a significant set of co-citations. Our results show that
the average precision of queries with the PURPOSE and CONCLUSION features is the
highest, while the precision of the RESULTS and METHODS features was relatively
low. A linear weighting combination of the moves is proposed, which significantly
improves retrieval of related articles.
© 2005 Elsevier Ireland Ltd. All rights reserved.

1. Introduction

Numerous techniques help researchers locate rel-
evant documents in an ever-growing mountain of
∗ Corresponding author. Tel.: +41 22 372 61 64.
E-mail address: patrick.ruch@sim.hcuge.ch (P. Ruch).

scientific publications. Among these techniques is
the analysis of bibliographic information, which
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can identify conceptual connections between large
numbers of articles. Although helpful, most of
these systems deliver masses of documents to
the researcher for analysis, which contain vari-
ous degrees of similarity. This paper introduces a
method to determine the similarity of a biblio-
graphic co-citation list, that is the list of citations
that are shared between articles, and the argumen-
tative moves of an abstract in an effort to define
novel similarity searches.

Authors of biological papers develop arguments
and present the justification for their experiments
based on previously documented results. These
results are represented as citations to earlier scien-
tific literature and establish the links between old
and new findings. The assumption is that the major-
ity of scientific papers employing the same citations
depict related viewpoints. The method described
here is applied to improve retrieval of similar arti-
cles based on co-citations, but other applications
are possible, such as information extraction and
term normalization as explored in Nakov et al. [1].
Documents that should be conceptually correlated
due to bibliographic relatedness but which propose
different or novel arguments are often not easily
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interested in information extraction and retrieval
for biomedical applications have mostly focused
on studying specific biological interactions [4—7]
and related entities [8—11,7] or using terms in
biomedical vocabularies [12—15]. The use of bibli-
ographical and argumentative information [16] has
been less well studied by researchers interested in
applying natural language processing to biomedical
texts.

2.1. Citations

Originating from bibliometrics, citation analysis
[17] has been used to visualize a field via a rep-
resentative slice of its literature. Co-citation tech-
niques make it possible to cluster documents by
scientific paradigm or hypothesis [18]. Braam et al.
[19] have investigated co-citation as a tool to map
subject-matter specialties. They found that the
combination of keyword analysis and co-citation
analysis was useful in revealing the cognitive con-
tent of publications. Peters et al. [20] further
explored the citation relationships and the cogni-
tive resemblance in scientific articles. Word profile
similarities of publications that were bibliographi-
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ocated in the majority of bibliographically corre-
ated articles. Our system can be tuned to identify
hese documents. Conversely, such a system could
lso be used as a platform to aid authors by means
f automatic assembly or refinement of their bibli-
graphies through the suggestion of citations com-
ng from documents containing similar arguments.

The rest of this paper is structured as fol-
ows: Section 2 describes the background related to
xperiments using citations or argumentation that
ompare aspects connected to the logical content
f publications. Section 3 details the method and
he generation of the different indexes used in our
nalyses, e.g. the citation index, the four argu-
entative indexes and the abstract index (abstract,

itle and keywords). Section 4 presents the results
f the evaluations we performed. Section 5 closes
ith a summary of the contribution of this work,

imitations and future work.

. Background

igital libraries aim at structuring their records
o facilitate user navigation. Interfaces visual-
zing overlapping relationships of the standard
ibrary fields such as author and title in docu-
ent collections are usually the most accessible

o the user. Beyond these well-known targets,
esearchers (see Ref. [2], or [3], for a survey)
ally coupled by a single, highly cited article were
ompared with publications that were not biblio-
raphically coupled to that specific article. A statis-
ically significant relationship has been established
etween the content of articles and their shared
itations. This result will serve as basis to estab-
ish our benchmark without relevance judgments
21,22]. Thus, we define a new concept of rele-
ance, which is not based on the judge’s subjec-
ivity but on bibliographical contents. A retrieved
rticle is related to another article — used as query

if these two articles share a significant number
f citations.

.2. Argumentation in biomedical abstracts

cientific research is often described as a problem
olving activity. In full text scientific articles
his problem—solution structure has been crystal-
ized in a fixed presentation known as INTRO-
UCTION, METHODS, RESULTS and CONCLUSION.
his structure is often presented in a much-
ompacted version in the abstract and it has
een clearly demonstrated by Ehrler et al. [15]
hat abstracts contain a higher information den-
ity than full text. Correspondingly, the four-move
roblem-solving structure (standardized according
o ISO/ANSI guidelines) has been found quite stable
n scientific reports [24]. Although the argumenta-
ive structure of an article is not always explicitly
abeled, or can be labeled using slightly different
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Fig. 1 Example of an explicitly structured abstract in
MEDLINE. The four-class argumentation model is some-
times split into classes that may carry slightly different
names, as illustrated in this example by the INTRODUC-
TION marker.

markers (as seen in Fig. 1), a similar implicit struc-
ture is common in most biomedical abstracts [25].
Therefore, to find the most relevant argumentative
status that describes the content of the article, we
employed a classification method to separate the
content dense sentences of the abstracts into the
argumentative moves.

3. Methods

We established a benchmark based on citation anal-
ysis to evaluate the impact of using argumentation
to find related articles. In information retrieval,
benchmarks are developed from three resources:
a document collection, a query collection and a set
of relevance rankings that relates each query to
the set of documents. Existing information retrieval
collections normally contain user queries composed
of only a few words [26]. These short queries are not
suitable for evaluating a system tailored to retrieve
articles with similar citations. Therefore, we have
created the collection and tuned the system to
accept long queries such as abstracts (Fig. 2).

3.1.1. Document collection
The document set was obtained from PubMed by
executing a set of Boolean queries to recover arti-
cles related to small active peptides from many
animal species excluding humans. These peptides
hold the promise of becoming novel therapeutics.
The set consisted of 12500 documents, which were
comprised of abstract, title and MeSH terms. For
3200 of these documents we were able to recover
the full text including the references for citation
extraction and analysis.

3.1.2. Queries
Following statistical analysis confirmed by Buckley
and Voorhees [27], four sets of 25 articles were
selected from the 3200 full text articles. The title,
abstract and MeSH terms fields were used to con-
struct the queries. For testing the influence the
argumentative move, the specific sentences were
extracted and tested either alone or in combination
with the queries that contained the title, abstract
and MeSH terms.

3.1.3. Citation analysis
Citation lists were automatically extracted from
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3.1. Data acquisition and citation indexing

All the data used in these experiments were
acquired from MEDLINE using the PubMed interface.
200 full-text articles that were correspondingly
epresented within the document set. This auto-
atic parsing of citations was manually val-

dated. Each citation was represented as a
nique ID for comparison purposes. Citation anal-
sis of the entire collection demonstrated that
he full-text articles possessed a mean citation
ount of 28.30 ± 24.15 (mean ± S.D.) with a 95%
I = 27.47—29.13. Within these records the mean
o-citation count was 7.79 ± 6.99 (mean ± S.D.)
ith a 95% CI = 7.55—8.03. As would be expected

n a document set which contains a variety of doc-
ment types (reviews, journal articles, editorials),
he standard deviations of these values are quite
arge.

.1.4. Citation benchmark
or each set of queries, a benchmark was gener-
ted from the 10 cited articles that contained the
reatest number of co-citations in common with
he query. For the benchmark, the average num-
er of cited articles that have more than nine
o-citations was 15.70 ± 6.58 (mean ± S.D.). Query
ets were checked to confirm that at least one sen-
ence in each abstract was classified per argumen-
ative class. We observe that the standard deviation
n the query set is inferior to the standard devi-
tion in the complete corpus. This is mainly due
o the fact that the co-citation threshold tends to
xclude articles that have very few citations, such
s editorials. Thus, the average number (about 16)
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Fig. 2 Flowchart for the chain of experimental procedures. The benchmark was assembled from citations shared
between documents and compared to the document similarity ranking of EasyIR.

is representative of regular articles, such as those
of interest when searching for similar articles.

3.2. Metrics

The main measure for assessing information
retrieval engines is mean average precision (MAP).
MAP is the standard metric, although evidences
have been provided that it tends to hide minor dif-
ferences in ranking [28]; therefore complementary
metrics, such as the precision at 5 or 10 retrieved
articles are often provided as well.

3.3. Text indexing

For indexing, we used the easyIR system,1 which
implements standard vector space IR schemes as
well as more advanced models such as the I(n)L2
weighting [29], which are already effective without
pseudo-relevance feedback [30].

However, we restrict our investigation to the
standard vector space model in order to limit
the complexitiy of the experiments. The term-
weighting schema composed of combinations of
term frequency, inverse document frequency and
l

most relevant output ranking. Table 1 gives the
most common term weighting factors (atc.atn,
ltc.atn); the first letter triplet applies to the docu-
ment, the second letter triplet applies to the query
[31].

3.4. Argumentative classification

The classifier segmented the abstracts into four
argumentative moves: PURPOSE, METHODS,

Table 1 Weighting parameters as in SMART

First letter f(tf)

Term frequency
n (natural) tf
1 (logarithmic) 1 + log(tf)
a (augmented) 0.5 + 0.5 × (tf/max(tf))

Second letter f(1/df)

Inverse document frequency
n (no) 1
t (full) log(N/df)

Third letter f(length)

Normalization
n (no) 1
c (cosine)

√
�2

1 + �2
2 + · · · + �2

n

ength normalization was varied to determine the

1 http://lithwww.epfl.ch/∼ruch/softs/softs.html.

http://lithwww.epfl.ch/~ruch/softs/softs.html
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Table 2 Confusion matrices for each argumentative class: results are in percent

PURPOSE METHODS RESULTS CONCLUSION

PURPOSE 93.55 0 3.23 3
METHODS 8 81 8 3
RESULTS 7.43 5.31 74.25 13.01
CONCLUSION 2.27 0 2.27 95.45

RESULTS and CONCLUSION. The classification unit
is the sentence which means that abstracts are
preprocessed using an ad hoc sentence splitter.
The confusion matrix for the four argumentative
moves generated by the classifier is given in
Table 2. This evaluation used explicitly structured
abstracts; therefore, the argumentative markers
were removed prior to the evaluation. Fig. 3 shows
the output from the classifier, when applied to the
abstract shown in Fig. 1.

After extraction, each of the four types of
argumentative moves was then used for indexing,
retrieval and comparison tasks.

3.5. Argumentative combination

We adjusted the weight of the four argumenta-
tive moves, based on their location and then com-
bined them to improve retrieval effectiveness. The

Fig. 3 Classification results for the abstract shown in
Fig. 1. In each box, the attributed class is first, followed
by the score for the class, followed by the extracted text
segment. In this example, one of RESULTS sentences is
misclassified as METHODS.

query weights were recomputed as indicated in
Eq. (1).

Wnew = WoldSckc (1)

where c ∈ {PURPOSE; METHODS; RESULTS; CONCLU-
SION}; Wold is the feature weight as given by
the query weighting (ltc); S the normalized score
attributed by the argumentative classifier to each
sentence in the abstract. This score is attributed to
each feature appearing in the considered segment.
k is a constant for each value of c. The value is
set empirically using the tuning set (TS). The initial
value of k for each category is given by the distribu-
tion observed in Table 4 (i.e., 0.625, 0.164, 0.176,
0.560 for the classes, PURPOSE, METHODS, RESULTS
and CONCLUSION, respectively), and then an incre-
ment step (positive and negative) is varied to get
the most optimal combination.

This equation combines the score (Sc) attributed
by the original weighting (ltc) for each feature
(Wold) found in the query with a boosting factor
(kc). The boosting factor was derived from the
score provided by the argumentative classifier for
each classified sentence. For these experiments,
the parameters were determined with a tuning set
(
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TS), one of the four query sets, and the final eval-
ation was done using the remaining three sets, the
alidation sets (VS). The document feature factor
atn) remained unchanged.

. Results

n this section, we described the generation of the
aseline measure and the effects of different con-
itions on this baseline.

.1. Comparison of text index parameters

he use of a domain specific thesaurus tends to
mprove the MAP when compared to the cita-
ion benchmark, 0.1528 versus 0.1517 for ltc.atn
nd 0.1452 versus 0.1433 for atc.atn (Table 3).
he ltc.atn weighting schema in combination with
he thesaurus produced the best results, there-
ore these parameters were more likely to retrieve
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Table 3 Mean average precision (MAP) for each
query set (1—4) with different term weighting schemas

atc.atn atc.atn + T ltc.ltn ltc.ltn + T

Set 1 0.140 0.144 0.150 0.1524
Set 2 0.1417 0.1431 0.1528 0.1534
Set 3 0.1438 0.1477 0.1431 0.1530
Set 4 0.1476 0.1465 0.1529 0.1539

Average 0.1433 0.1452 0.1517 0.1532

The last row gives the average MAP. T represents the the-
saurus.

abstracts found in the citation index and thus were
used for all subsequent experiments.

4.2. Argumentation-based retrieval

For demonstrating that argumentative features
can improve document retrieval, we first deter-
mined which argumentative class was the most con-
tent bearing. Subsequently, we combined the four
argumentative classes to again improve document
retrieval.

To determine the value of each argumentative
move in the retrieval, the argumentative catego-
rizer first parses each query abstract, generating
four groups each representing a unique argumenta-
tive class. The document collection was separately
queried with each group. Table 4 gives the MAP
measures for each type of argumentation. Table 4
shows the sentences classified as PURPOSE provide
the most useful content to retrieve similar docu-
ments. Baseline precision of 62.5% is achieved when
using only this section of the abstract. The CON-
CLUSION move is the second most valuable at 56%
of the baseline. The METHODS and RESULTS sec-
tions appear less content bearing for retrieving sim-
i
t
r
o
t
a
C

baseline precision. In information retrieval queries
and documents are often seen as symmetrical ele-
ments. This relative symmetry suggests that argu-
mentative moves could be used as a technique to
reduce the size of the indexed document collec-
tion or to help indexing pruning in large repositories
[32].

4.3. Argumentative overweighting

As implied in Table 4, Table 5 confirms that over-
weighting the features of PURPOSE and CONCLU-
SION sentences results in a gain in average precision
(respectively +3.39% and +3.98% for CONCLUSION
and PURPOSE) as measured by citation similarity.
More specifically, Table 5 demonstrates the use of
PURPOSE and CONCLUSION as follows:

• PURPOSE applies a boosting coefficient to fea-
tures classified as PURPOSE by the argumentative
classifier;

• CONCLUSION applies a boosting coefficient to
features classified as CONCLUSION by the argu-
mentative classifier;

• COMBINATION applies two different boosting
coefficients to features classified as CONCLUSION
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lar documents, 16.4% and 17.6%, respectively, of
he baseline. Each argumentative set represents
oughly a quarter of the textual content of the
riginal abstract. Querying with the PURPOSE sec-
ion (25% of the available textual material) realizes
lmost 2/3 of the average precision and for the
ONCLUSION section, it is more than 50% of the

Table 4 MAP results from querying the collection
using only the argumentative move

MAP Percent

PURPOSE 0.0958 62.5
METHODS 0.0251 16.4
RESULTS 0.0270 17.6
CONCLUSION 0.0858 56

BASELINE
ltc.atn + T 0.1532 100
and PURPOSE by the argumentative classifier.

The results, in Table 5, from boosting PURPOSE
nd CONCLUSION features are given alongside the
AP and show an improvement of precision at the
- and 10-document level. At the 5-document level
he advantage is with the PURPOSE features, but
t the 10-document level boosting the CONCLU-
ION features is more effective. While the improve-
ent brought by boosting PURPOSE and CONCLU-

ION features, when measured by MAP is modest
3—4%), the improvement observed by their optimal
ombination reached a significant improvement:
5.48%. In contrast, the various combinations to
oost RESULTS and METHODS sections did not lead
o any improvement. Beyond the strict quantitative
esults, a 10% improvement of the Precision at 10
eans that out of 10 retrieved documents, a rele-

ant one is added when argumentative boosting is
pplied.

Argumentation has typically been studied in rela-
ion to summarization [33]. Its impact on informa-
ion retrieval is more difficult to establish although
ecent experiments [34] tend to confirm that argu-
entation is useful for information extraction, as
emonstrated by the extraction of gene functions
or LocusLink curation [38].2 Similarly, using the
rgumentative structure of scientific articles has

2 http://www.ncbi.nlm.nih.gov/projects/LocusLink/.

http://www.ncbi.nlm.nih.gov/projects/locuslink/
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Table 5 Retrieval results for the argumentative classes PURPOSE and CONCLUSION, and the combination of both
classes

MAP Precision at 5 Precision at 10

ltc.atn + T 0.1532 (100%) 0.2080 0.1840
PURPOSE 0.1593 (+3.98%) 0.2240 0.1760
CONCLUSION 0.1584 (+3.39%) 0.2160 0.1920
COMBINATION 0.1616 (+5.48%) 0.2320 (+11.5%) 0.1960 (+6.5%)

been proposed to reduce noise [35] in the assign-
ment of Gene Ontology codes as investigated in
the BioCreative challenge.3 In particular, it was
seen that the use of ‘Material and Methods’ sen-
tences should be avoided for annotating proteins
with the Gene Ontology. However, it is not clear how
this result echoes with the poor importance of the
METHODS section for a related article search task.

5. Conclusion and future work

We have reported on the construction of an
information retrieval engine tailored to search for
documents with similar citations in MEDLINE collec-
tions. The tool retrieves similar documents by giv-
ing more weight to features located in PURPOSE and
CONCLUSION segments. The RESULTS and METHODS
argumentative moves are reported here as less use-
ful for such a retrieval task. Evaluated on a cita-
tion benchmark, the system significantly improves
retrieval effectiveness of a standard vector-space
engine. In this context, it would be interesting to
investigate how argumentation can be beneficial to
perform ad hoc retrieval tasks in MEDLINE [36].

.

but show some dissimilarity regarding a given argu-
mentative category.

Finally, we have observed that citation networks
in digital libraries are analogous to hyperlinks in
web repositories. Consequently using web-inspired
similarity measures may be beneficial for our pur-
poses. Of particular interest in relation to argumen-
tation, is the fact that citations networks, like web
pages, are hierarchically nested graphs with argu-
mentative moves introducing intermediate levels
[37].
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