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Abstract

Although increasing attention is being paid to all fields of government program performance, to what extent can the effectiveness
of investments in programs involving technology-based economic development be addressed? Questions such as this raise the issue
of the ‘evaluability’ of technology-based economic development programs—the degree to which the particular characteristics of the
program affect the ability to provide effective evaluation. This article discusses how an evaluability assessment was conducted of the
Georgia Research Alliance (GRA). The article presents the steps involved in conducting an evaluability assessment, including the
development of an understanding of the structure and operations of the program, the perspectives of key stakeholders and participants
as to potential program impacts and how these might be measured, and the evaluation of technology-based economic development
programs in other states. Different methods through which GRA could be evaluated are analyzed and compared. © 1999 Elsevier

Science Ltd. All rights reserved.
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1. Introduction

U.S. states have been increasing their investments in
technology development programs in recent years. From
1992 to 1995, state investments in university/non-profit
centers, joint industry-university research partnerships,
direct financing grants, incubators, and near-term assist-
ance programs using science and technology for econ-
omic development grew by more than 32%, reaching
$405 million in 1995 (Coburn & Berglund, 1995; Berg-
lund, 1998). These state investments are augmented, in
most cases, by multiple other funders including the fed-
eral government, industry, venture capital, consortia, and
private sources.

The 1990s have also been a period in which more
attention has been paid to government program per-
formance. Thirty-five states have some type of per-
formance-based budgeting initiative, either through
legislation, executive order, or budget agency initiative.
The field of technology development has not been
immune from this growing desire for performance
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measurement. A recent survey of such programs found
that 95% of states employ methods for collecting per-
formance data or conducting program evaluations. But,
despite the prevalence of some type of performance
measurement or evaluation efforts among state tech-
nology development programs, few states have well-con-
ceived evaluation plans. For example, activity reporting,
client survey data, and informal client contact are the
most commonly used evaluation methods (Melkers &
Cozzens, 1996). More systematic evaluation approaches
are less common. Only in part is this due to lack of
funding or interest; there are also complex issues about
how best to apply evaluation methodologies to assess the
often diffuse and indirect effects of technology promotion
policies.

This article reports on an evaluability assessment con-
ducted of one of Georgia’s major technology devel-
opment programs—the Georgia Research Alliance
(GRA). The objective was to examine and identify
research approaches and strategies for evaluating the
impacts of the Georgia Research Alliance and its associ-
ated program investments. This involved interviewing
program managers, university administrators, research
faculty, private sector partners, and state sponsors to
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develop an understanding of the structure and operations
of GRA and the perspectives of key stakeholders and
participants as to potential program impacts and how
these might be measured. Information was also gathered
about the evaluation of technology-based economic
development programs in other states. Drawing on this
research, we then analyzed and compared different
methods through which GRA could be evaluated.

2. Methodological approaches to evaluating state
technology development programs

Almost every methodological approach employed in
the social and behavioral sciences has, at some point,
been adapted to the purpose of evaluating technology
policies and programs. Indeed, a body of literature has
emerged that appraises the experience of using particular
methods in the field of technology policy (see, e.g., Meyer-
Krahmer, 1988; Evered & Harnett, 1989; Capron 1992;
Bozeman & Melkers, 1993; Georghiou, 1995; Capron &
van Pottelsberghe de la Potterie, 1997; Piric & Reeve,
1997). It is apparent that each evaluation method has
specific strengths and weaknesses, both in general and
for any specific application. In this section, we review the
principal methods that have been used to evaluate applied
technology development programs, with a concise assess-
ment of each method’s advantages and disadvantages.
Subsequently, these methods will be viewed in terms of
combinations, on the presumption that the weaknesses
of one method can often be offset by using another in
combination.

2.1. Case studies

Recently, there have been considerable advances in the
use of case studies to determine the impact of specific
state-sponsored R&D and technology development pro-
grams (Brown, Berry & Goel, 1991; Kingsley, Bozeman
& Coker, 1996). These studies suggest that when applied
with care, case studies can give an indication not only of
the extent of program success or failure but the reasons
for success or failure. A case study can also serve to
document successes to stakeholders and funding agents.
The great strength of case studies is they provide a sense
of context and a richness of detail that exceeds virtually
every other approach to analysis (Yin, 1989). The chief
weaknesses of case studies are: (1) they are not typically
cumulative; (2) their results are not easily communicated
in a summary fashion for decision-makers; and (3) they
require a good deal of interpretation. Finally, although
case study methods are readily understandable, they
require a good deal of expertise to perform, and can be
quite expensive and call for the use of consultants. Case
studies are an excellent complement to objective and
quantitative techniques because the tradeoffs entailed in

case studies are usually the mirror image of such quanti-
tative techniques as cost-benefit analysis.

2.2. Peer review/external review

Peer review has long been recognized as a legitimate
approach to evaluating scientific results (Kruytbosch,
1989; Chubin & Hackett, 1990; Bozeman, 1993). Uses
of peer review for evaluating technology development
programs include evaluating results of scientific papers
to determine the scientific significance of the research and
the evaluation of research programs and proposals. A
somewhat different kind of review panel—an external
review panel—has often been used to assess the man-
agement or economic development performance of
research and technology programs. Panel reviews of this
kind are used by agencies such as the National Science
Foundation and the National Institute of Standards and
Technology to assess the efficacy of major sponsored
programs and centers. Panel selection can be prob-
lematic: individuals selected to serve on such panels must
have no connection or beneficial interest with the
program, yet at the same time must become familiar
enough with the program in a short time to provide useful
insights and recommendations. Peer reviews have great
strength in the application of scientific research evalu-
ation. They are also useful in assessing strategic, man-
agement, and operational performance. However, purely
scientific reviews are weak mechanisms to identify econ-
omic development impacts, as most review participants
have no claims on ascertaining these impacts.

2.3. Content analysis

Many research and technology development programs
have an important but often not explicitly stated objective
to change perceptions (e.g., state image, business
climate). Content analysis is a method that can be used
to answer questions about perceptions and image. There
are several well-developed computer models for content
analysis, but simple analysis of mass media references can
be useful as well. Analysis involves examining number,
direction, and favorability and changes over time.
Although direct links cannot necessarily be determined,
examination of the content of the references can provide
findings beyond descriptive information.

2.4. Surveys

Survey research is widely used in evaluation studies. In
assessing technology-based economic development pro-
grams, end-user surveys are especially pervasive and often
prove quite useful (Shapira & Youtie, 1998). In the most
complete evaluation designs, control groups of non-
assisted companies are established (Cook & Campbell,
1979). Surveys are often used to try to develop measures
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of actual program outcomes (e.g., ‘how many jobs re-
tained?’). However, particularly for longer-term tech-
nology-based projects, companies often find it hard to
accurately provide answers to such questions. Difficulties
in implementing surveys include the high cost of con-
ducting surveys, the potential problem of low response
rates depending on the data collection technique (phone,
mail, in-person), and how to deal with non-respondent
bias.

2.5. Bibliometric analysis and other measures of research
output

Since about the mid-1970s, there has been an explosion
in the development of various techniques, including bibli-
ometrics, for analyzing measures of research output such
as citations of research publications, patents, and
licenses. Recently, new software programs have been
developed that are able to search and analyze citation
indices and patent databases (Porter & Detampel, 1995).
A number of studies have shown that citation analysis
can be extremely useful for determining not only the
value of research but also in charting its course (see Irvine
& Martin, 1984). Citation techniques range from the
simple—such as simply counting citations to a
researcher’s work—to sophisticated studies examining
citation networks and citation communities, and pro-
viding weights and indices pertaining to the ‘quality’ of
citations, citation ‘decay curves’ and so forth (Rip, 1988).
Unpublished works and the time-lag between research
production and publication notwithstanding, citation
analysis is a good starting point for assessing the scientific
impacts of research. However, from a state program per-
spective, it is hard to link citation measures of research
impact to economic development outcomes. Similar
issues arise with the analyses of patents and licenses.
The links between patents or licenses and state economic
development remain difficult to assess, with such mea-
sures being much affected by particular institutional intel-
lectual property policies and the underlying character
and maturity of specific research fields.

2.6. Cost-benefit Analysis (CBA) and Return-On-Invest-
ment (ROI) techniques

These methods seek to provide a framework within
which a range of sometimes diverse benefits and costs can
be arrayed and aggregated to provide estimates of net
benefits and paybacks. (For examples of studies that have
applied cost-benefit or return on investment techniques
to technology programs, see Feller & Anderson, 1994;
Nexus Associates, 1996; Roessner et al., 1996; Thomp-
son, 1998.) The attractiveness of these techniques is that
they provide a ‘number’. Policy-makers are accustomed,
especially in the field of economic development, to find-
ings such as ‘five dollars of economic benefit resulted

from each dollar invested in the program’. The chief
problem (assuming that reliable cost and benefit data can
be collected—which is not universally true) is that these
methods are highly sensitive to the particular assump-
tions of the model being used. Simple changes in the
model can lead to drastically different results. Some fac-
tors that differ from one analysis to the next include: the
measure of the opportunity costs for investment (dis-
count rates), the degree to which and ways in which
overhead investments and equipment costs are intern-
alized; and, particularly, calculation of multiplier effects
(which can take on the characteristics of ‘numerical fic-
tion’). None of this means that cost benefit analysis is
invalid, only that it is of little use without in-depth under-
standing of the assumptions upon which the analysis is
based.

2.7. Benchmarking

Currently a fashionable method of assessing impacts
of technology-based economic development programs,
benchmarking can be quite useful if its two core require-
ments are met: (1) identifying the appropriate benchmark
programs and (2) developing valid benchmark measures.
Neither of these requirements is easily met. In one sense,
all programs are unique. The program elements, geo-
graphic setting, and implementation structures are never
identical. Thus, the question becomes ‘how similar is
similar enough?’ In addition, benchmarking analysis does
generate numbers, but it is important to underscore the
strong interpretive element involved in the method.
Benchmarking is closer to case studies in its metho-
dological character than it is to more quantitative
approaches, although the common use of measures can
easily disguise this fact. Benchmarking is most useful
when making management and operational comparisons
(see Wilkins, 1998).

2.8. Input—output analysis

Input-output models are often used to predict the
additional household income, business revenues, state
and local tax revenues, and employment associated with
program-induced expenditures and business investment
decisions. Input—output models generally have large data
requirements if built from scratch, but once a model has
been built, they can provide results quickly and outputs
are easy to understand and communicate. Input—output
models cannot address issues such as attribution, stra-
tegic advantage, business cycles, and changes in tech-
nology. Further, input—output models are often based on
dated information, and they do not include an analysis
of the impacts of the additional economic activity on the
costs of providing state or local services, which increases
the risk that interpretations will overstate impacts (Riall,
1991).
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2.9. Systems and flow analysis

Although there is no generally agreed upon definition,
flow analysis or logic models can be viewed as models
requiring the specification of means and ends and show-
ing paths from particular activities to particular
outcomes. A wide variety of techniques are available for
such analysis (see Behn & Vaupel, 1982, for an overview).
Unlike other methods which require considerable pro-
fessional expertise, charting the flow of activities is actu-
ally an activity better performed by program staff
because, in the first place, they learn by doing and, in
the second place, they have first-hand knowledge of the
program elements and intended consequences. While this
is a useful management analysis tool and is helpful for
formative evaluation, it is not much help in measuring
impacts. Despite its limits, it is an approach that is useful,
inexpensive, and has immediate management appli-
cations.

2.10. Performance indicators

This term refers, quite simply, to the development of a
set of critical indicators that can be used for program
monitoring. This information allows counts to be made
of aspects of the program, which are often requested by
state sponsors and can be critical to understanding what
the program is doing and what services it is providing
(Shapira & Youtie, 1998.) Such indicators should be
revealing of progress if not causality. Performance indi-
cators can be program-specific, drawing activity and out-
come indicators from the program’s own management
information and reporting system, or comparative, using
government sources or rankings listed in business pub-
lications to obtain research, technology, and economic
development indicators (Southern Technology Council,
1997).

2.11. Diffusion and network studies

There is a long history of diffusion studies in tech-
nology policy and, particularly recently, powerful tech-
niques of network analysis are now available as a result
of developments in various social sciences outposts (see,
e.g., Shrum & Mullins, 1988; Tijssen & Korevaar, 1997).
But an elementary approach that charts networks of users
and providers can be useful to model a program’s reach.
This can be accomplished very easily by simply inter-
viewing individuals as to persons encountered and sources
of information. Elementary network analysis and charting
of diffusion requires very little professional expertise and
can be performed relatively inexpensively.

No single evaluation method is strong in all aspects. A
method strong in one aspect (e.g., precision) is usually
less strong in another (e.g., cost). The ‘science’ of policy
evaluation is in the proficient application of method,

but the ‘art’ is in the choice of method and in creative
approaches to shoring up weaknesses while exploiting the
strengths of methods. It is with this trade-off perspective
that the evaluability assessment is made, in the pro-
grammatic context of GRA.

3. The GRA case: methods in practice

The GRA is a collaborative initiative among six
research universities in Georgia to use research infra-
structure invested in targeted industry areas to generate
economic development results (see also the GRA’s world-
wide web site at http://www.gra.org). Research infra-
structure investments in advanced telecommunications,
environmental technologies, and human genetics are
administered by three centers. GRA has several key pro-
grammatic elements. Eminent scholars in each of the
three research areas are recruited to the university system
based in part on a GRA supplementary endowment to
be used for facilities, equipment, and other non-salary
expenses. Three operating centers administer GRA
funds, dispersing them to researchers at the six GRA
universities, as well as engaging in auxiliary educational
and policy initiatives and programs in their particular
target research area. A recent addition—the Technology
Development Investment program—funds the university
side of industry-university collaborative research projects
with significant commercial potential. GRA management
acts as a ‘holding company’ for the program, developing
strategy and finding financial resources. Between fiscal
years 1992 to 1997, the state invested approximately $126
million in eminent scholar endowments and equipment
and facilities (as well as leveraging additional federal
and private funds). All GRA investments are channeled
through participating universities and research centers.

GRA did not have a formal evaluation program in
place at the time this study was conducted, although on
alternate years the program conducts project-by-project
reporting and monitoring of macro-level indicators such
as research and development expenditures. As an effort
to further its performance-based budgeting initiatives,
the Georgia Governor’s Office of Planning and Budget
(OPB) desired that evaluative information about GRA’s
impacts be developed. They asked the authors to rec-
ommend methods and approaches for evaluating GRA,
which would then be implemented by GRA or outside
evaluators.

3.1. Evaluability assessment

The authors determined that OPB’s request could best
be addressed by conducting an evaluability assessment.
An evaluability assessment examines the degree to which
the particular characteristics of the program affect the
ability to provide effective evaluation (see also Wholey,
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1994). An evaluability assessment asks, to what extent is
evaluating the program’s effects actually possible? What
should be measured? And, what actually can be
measured, given the constraints of the resources that can
reasonably be allocated to evaluation? The following
elements and factors that affect GRA’s evaluability were
identified.

3.1.1. Differences in stakeholder perspectives

GRA has several distinct groups of stakeholders: pro-
gram management; university administrators; research
faculty; private sector partners; and state sponsors. Each
of these groups has somewhat different perspectives as to
what the key measures of GRA are, or should be. For
example, the state, in general, aims to promote economic
development, and therefore emphasizes job-related mea-
sures. Universities hope also to improve their recognition
(measured through discoveries, patents, and publi-
cations), and desire facilities to support students. Private
companies usually seek market success, sales, and pro-
fitability (not job creation, per se). Thus, although many
state technology development programs focus on job-
related measures as indicators of impacts, other stake-
holders pursue different measures of success.

3.1.2. Time-lags

Most of GRA’s investments in technological capability
can be expected to have significant results only over med-
ium-to-long time horizons (of perhaps 7-15 years). While
costs and some initial benefits are evident now, in many
cases it is still rather early to judge the full range of
benefits, spillover effects, and even the full magnitude of
costs.

3.1.3. Indirect links between program intervention and
desired program outcomes

GRA ‘intervenes’ by making additional investments in
facilities and equipment available for researchers, includ-
ing eminent scholars, at research universities. The pro-
gram’s desired outcomes, with variations according to
different stakeholders, are focused on attracting increased
research funding, state economic development and
improvements in the perception of Georgia as a location
for technology-oriented companies. However, par-
ticularly for the last two objectives, the link with facility
and equipment funding is indirect. First, making the link
between program investments and outcomes requires
information about specific GRA program investments
available through the GRA program office. Information
is also available on matching direct investments, includ-
ing those by private organizations, and on additional
grants attracted to GRA facilities. Less information is
readily available on sources and streams of resources
flowing to GRA centers and projects, especially the flow
of matching and complementary resources. Second, mak-
ing the link requires the occurrence of a series of

additional downstream steps before changes occur. For
instance, for economic development effects to material-
ize, technologies have to be transferred and commer-
cialized, private companies established in Georgia,
production started, sales generated, and new jobs created.
While GRA staff pay attention to these links, program
funds cannot be expended here and the program itself
has, at best, rather indirect and limited influence on the
key downstream steps. The ‘attribution’ to GRA invest-
ments of changes in downstream outcomes thus presents
difficulties to evaluators.

3.1.4. External factors

GRA'’s investments are targeted towards three main
industrial fields: advanced telecommunications; environ-
mental technologies; and biotechnology. The devel-
opment of each of these industrial areas in Georgia is
affected by a series of contingencies and broader forces, of
which GRA is but one. For example, regulatory changes,
shifts in federal R&D priorities, other state and local
economic development policies, business cycles, the avail-
ability of local downstream investment capital and entre-
preneurial management skill, technological developments
elsewhere, and the growth of market demand are among
the factors which can greatly affect whether GRA’s
investments yield economic development returns to the
state. Sorting out the effects of program investment in the
context of broader industry, economic, and technological
change is a complex and uncertain task.

3.1.5. Difficulty of developing counter-factual evidence
and controls or benchmarks

Ideally, program evaluation design should incorporate
elements that can consider counter-factual evidence and
arguments, i.e. what would have happened without the
investment of program funds? For some technology-
based programs, it is possible to establish control groups
which can provide a basis for understanding what hap-
pens to those not served by the program, attempting to
hold other key variables constant (Jarmin, 1998). In other
situations, alternative explanations for outcomes can be
probed through logic-driven questioning and evidence
collection designs (Cosmos, 1996; Youtie, 1997). It might
be possible to examine GRA in these ways, but not with-
out complications. For example, how can participants
and non-participants be reasonably distinguished and
their performance then controlled? Is the unit of par-
ticipation the six GRA research universities? In this case,
there are no other comparable institutions in Georgia. If
eminent scholars are chosen as the participants, what is
the control group? Other faculties in GRA universities?
But, is this a fair control, as eminent scholars are pre-
selected to be among the very best in their field? More-
over, by design, eminent scholars and GRA research
facilities aim to promote collaborative research teams
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within specific technological fields. How can the roles and
effects of others in the team be separately determined?

It is also evident that while some program inputs and
outcomes can be measured, other effects are hard or even
impossible to gauge. Similarly, there are likely differences
in the degree of confidence that can be expressed as to
the causal associations between program investments and
particular outcomes. Thus, specific additional research
awards can be measured (in dollars) and possibly attri-
buted to GRA investments. But it is likely to be much
harder to separate GRA’s impact (from other factors)
on any overall increases in research funding in Georgia
(although we may again know by how many dollars
research funding has increased). Equally, while it may be
possible to track the transfer of specific new technologies
developed in GRA centers out to particular companies,
the companies themselves often find it very difficult to
precisely estimate benefits and costs, particularly if the
technology is still at an early stage of commercialization
(Roessner et al., 1996). Finally, such elements as effects
on overall economic development or improvements in
the ‘image’ or ‘research perception’ of the state are harder
both to measure precisely and to causally associate with
the program. Strategies and approaches to overcoming
some of the challenges affecting the evaluability of GRA
are discussed below.

3.2. Recommended approaches

In conducting our evaluability assessment, we con-
sidered the eleven major methodologies discussed earlier
and their applicability to the context, needs and con-
straints facing the GRA. The criteria we adopted to dis-
tinguish between the different options included the level
of technical training and expertise needed to implement
the method; the method’s validity (power to ascertain
causal relations) and reliability (test/re-test cor-
respondence); the resources required; and timeliness. We
also took into account other factors such as the method’s
orientation (‘summative’ vs ‘formative’), likely per-
ceptions of the credibility of the method, the ‘usability’
of the results of a method, and ease of communicating
the results of a method. Informed by the background
case interviews and our experience and knowledge of how
these methods had been used in comparable studies, we
used our best judgment to assess the applicability of each
method (see Table 1).

Based on this assessment, we recommended two
different evaluation regimes for assessing GRA and its
activities. We referred to these as ‘routine evaluation’ and
‘comprehensive evaluation’. Routine evaluation implies
the investment of modest resources and does not require
expertise of external consultants. Comprehensive evalu-
ation is more thoroughgoing but requires greater
resources and the use of credible external evaluation con-
sultants. We recommended that each be pursued, but at

different intervals. Routine evaluation should be per-
formed annually or bi-annually; comprehensive evalu-
ation should be performed on a longer cycle, of three to
four years.

3.2.1. ‘Routine’ evaluation

Typically, valid evaluation requires considerable tech-
nical expertise and commitment of substantial resources.
But often it is possible to engage in useful evaluation
activity even when evaluation is performed on a modest
budget and by persons who are not highly trained eva-
luators. In the GRA context, two types of useful evalu-
ation activities can be performed at very little expense
and without the need for great evaluation expertise. We
recommended that GRA be evaluated regularly (on an
annual or bi-annual basis) on the basis of (1) performance
indicators; and (2) flow analysis. The use of any evalu-
ation or management decision tool exerts some costs. But
the amount of direct outlays required to adopt these
approaches to routine evaluation should prove minimal.

Performance indicators would provide base-line data
for management and evaluation, to help managers and
other stakeholders track and monitor progress. These
same performance indicators can be useful as part of
more comprehensive evaluations employing rigorous
analysis of data. The set of performance indicators
adopted should have widespread support among stake-
holders and should be amenable to routine collection.
Ideally, agreement should be sought on a manageable
number of priority performance indicators.

As a management tool, we also suggested that GRA
principal researchers and managers adopt some form of
flow analysis or logic model. This analysis would be used
to chart ‘how the program is supposed to work’ to under-
stand how expectations and reality diverge. The analysis
would chart specific targets and expected paths between
the production of output and the dissemination to tar-
geted users, even where there is an intention that research
or program outputs diffuse to a user community. It is
often assumed that good, technically viable work will, as
a matter of course, be used. Evidence shows that this is
sometimes not the case. Consistent tracking through flow
analysis would assist in project monitoring and man-
agement and in identifying the conditions and future
steps that will affect subsequent technology diffusion.

3.2.2. ‘Comprehensive’ evaluation

As a second part of the evaluation regime, we rec-
ommended that GRA be subject to comprehensive evalu-
ation. While each of the recommended methods
presented in Table 1 was worthy of consideration, we
recommended that a good balance would be provided by
using (in addition to the methods employed in the routine
evaluation): (1) a survey-based cost benefit analysis; (2)
case studies; (3) content analysis; and (4) external and
peer review. By using these approaches in combination



J. Youtie et al.| Evaluation and Program Planning 22 (1999) 55-64 61

Table 1
Assessment of methods available for the Georgia Research Alliance (Applicability: H = High, M = Medium, L = Low)

Method Technical Validity and Resources' Time need" Overall rating
needs' reliability" (including other factors)”
Case study H H/L H H M
Peer review L/M M/M M L H
Content analysis H H/H M M M
Bibliometrics/other research output measures  H M/H M M L
CBA/ROI H M/M M M M
User survey H H/H M M H
Benchmark M M/M M M L
Network analysis H H/H M/H H L
Input—output H L/H M/H M/L L
Systems/flow analysis L M/M L L H
Indicator systems L H/H L L H

'Technical needs refers to the degree of technical training and expertise required to perform the method. Generally, ‘High” means that the method
should be performed by experts, ‘Low’ means it can be performed by program personnel, and ‘Medium’ means it can be performed chiefly by program
personnel with some consultation from experts.

i'validity refers to the power of the method to ascertain the casual relation in hypotheses about program effects; reliability refers to test-retest
correspondence.

ii Generally, the approaches are not equipment-intensive and, thus, resources chiefly refers to number of person hours required of evaluators (not
including others’ time for providing data, e.g., questionnaire respondents).

¥ Time refers to amount needed for the evaluation study, not for the program to have its required and measurable effects.

VThe rating is based on subjective assessment of the suitability of the technique for the purpose of evaluating GRA. Criteria include, but are not
limited to, the factors explicated in the table. Other factors included in the assessment: ‘summative’ (chiefly for final program effects) vs ‘formative’
(useful for program improvement in an ongoing evaluation) orientation; likely availability of expertise; likely perceptions of the credibility of the

method; the ‘usability’ of the results of a method; and ease of communicating the results of a method.

for a comprehensive evaluation, one could ensure an in-
depth portrait of program activities with attention to the
details that contribute to success (through case studies);
provide for objective monetary-based impacts (by using
cost benefit analysis); give insight into the crucial issue of
changes in perceptions generated by the program (by
using content analysis); and examine the overall strategic
direction, research, operation, and management of the
program (through external and peer review panels).

To properly conduct a cost-benefit analysis, it would
be necessary to conduct interviews and survey customer
firms (usually by mail) to define, identify, and attribute
appropriate treatments for the full set of costs and
benefits. A significant problem with most survey research
efforts, especially mailed surveys, is response bias. Often
there are systematic and relevant differences between
companies responding to a questionnaire and those who
choose not to respond. In addition, some customers—
particularly smaller companies—can find it difficult to
estimate quantitative outcomes. Several techniques have
been developed for documenting and adjusting for
response bias. If used with caution, we suggested that
cost-benefit analysis could be useful for a wide range of
GRA programs and, particularly, can provide a con-
venient index of the economic impacts of GRA programs.
One inexorable problem is that benefits and costs for
GRA occur in different streams: investments are being
made now for benefits that may take many years to fully
materialize. If models do not properly address lag effects

and time horizons, the program’s effects can easily be
under- or over-valued. A danger of cost benefit analysis,
especially for the unsophisticated user, is that it appears
extremely precise and ‘scientific’, but, in fact, is subject
to a number of judgments in the adoption of assumptions.

Regarding case studies, many programs similar to
GRA have found it useful to have ‘success stories’ that
can be presented to stakeholders and funding agents. But
these success stories are usually poorly documented. A
robust case study (for instance, along the lines advocated
by Yin, 1989) can serve the same function but, at the
same time, can give useful information about why the
success was generated and can provide a better docu-
mentation of the success. Case studies would be par-
ticularly useful in the GRA context because many of the
program elements are integrated and not easily sorted
out in quantitative methods. Also, some of the impacts
of GRA are as much perceptual as tangible and case
studies are useful in analysis of perceptions.

Content analysis would examine the important but
always elusive question—what is the impact of GRA and
its program on perceptions and images of the Georgia
business climate and, in particular, the state as an attract-
ive location for technology-intensive businesses? The lat-
ter is important, since elected officials have supported
GRA funding at least in part on the assumption that
it will raise the state’s profile among competing high
technology regions. A simple analysis of mass media ref-
erences to Georgia business can be used as a means of
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addressing this issue. By examining the number, direc-
tion, and favorability of such references it is possible to
chart changes in the image of the Georgia business
climate. While it is not possible to determine the exact
contribution of GRA to changes in image, such an
approach at least provides some valuable descriptive
information. Furthermore, by examining the content of
references to GRA it may be possible to make at least
some direct connections.

Peer review provides valid, credible evaluation of scien-
tific research. Peer review has particular applicability to
GRA'’s eminent scholar program, and each major GRA
program could be submitted to peer review about every
four years. The primary use of peer review should be
evaluation of the quality of the scientific work and the
peer panels should be comprised of external scientific
experts with intimate knowledge of the scientific fields
addressed by GRA researchers. Scientific peer review is
much less useful in determining the economic potential
of scientific work, in which case an ‘external review’
would be useful in assessing the management efficacy and
utility of GRA (and, indeed, has already been performed
for some GRA programs). Here, a panel of public-sector,
industry, other private-sector, and academic individuals
with expertise appropriate to research management
would assess GRA’s strategic direction, operations and
methods of investment. The periodic use of peer review
and external review will provide an assessment of scien-
tific quality and the relevance of quality scientific and
technical outcomes to the long-term economic devel-
opment goals of GRA.

To provide a basis for comprehensive evaluation, we
recommended that OPB and GRA consider setting aside
a small percentage of program funds to devote to evalu-
ation. This is a common practice elsewhere and has led to
the production of high quality, highly usable evaluations.
Two familiar examples are the resources invested by
NIST and state manufacturing assistance programs and
for the Department of Energy’s Energy Related Inven-
tions Program (Brown, Curlee & Elliott, 1995). With a
sum set aside, resources would be available every three
to four years for a comprehensive evaluation.

3.3. Relevance to evaluability assessment

As part of our study, we considered how our rec-
ommended evaluation regime for GRA related to the
issues and challenges identified by the evaluation assess-
ment. This section examines the elements of the routine
and comprehensive evaluations in light of the principal
issues raised in the evaluability assessment.

We judged that the need for a range of indicators
to address differences in stakeholder perspectives about
what constitutes success could be accommodated by the
adoption of performance indicators. To build consensus
about which particular indicators to use, we rec-

ommended that stakeholders and program participants
should be involved in assessing indicators before adop-
tion. In addition, all elements of the evaluation should
be as unobtrusive as possible and mindful of other
demands on program participants’ time, performed with
minimal data gathering responsibilities on program par-
ticipants.

Many GRA program effects will be realized only in the
long term—that is in up to fifteen or even more years.
Routine evaluation will not be adequate to capture long-
term effects, but the establishment of a baseline set of
performance indicators, measured yearly, will provide
the ability, in the long run, to measure such change. Also,
assumptions and approaches used in cost benefit analysis
incorporate approaches to dealing with time-lags and
streams of benefit. Nevertheless, the length of time
required for benefit will always be an evaluation con-
straint and should be given considerable attention.

We noted earlier that GRA program outputs occur
within a broad environment and many other factors in
that environment can be expected to have much greater
impacts on such factors as creation of new business,
including changes in the interest rate, availability of capi-
tal and labor, and other such factors. While the attri-
bution of outcomes is always difficult, case studies are
particularly useful for understanding chains of causality.
It is widely recognized that changes in perceptions (e.g.,
state image, business climate) are among the more impor-
tant contributions of technology-based economic
programs, but this vital aspect is rarely evaluated. While
the case study approach can be quite useful for analysis
of perceptual change (e.g., by determining reasons for
business start-up or relocation in case studies performed),
the use of content analysis for these purposes could be an
important evaluation innovation. Carefully implemented
content analysis can reveal differences that occur over
time in media perceptions. While such changes probably
occur relatively slowly, the three-to-four year evaluation
period suggested for the comprehensive evaluation
should provide sufficient time for some measurable
change.

While job creation and retention data are the most
familiar and easily understood measures of economic
change, we cautioned against the use of job creation data
as the sole indicator of economic change, except perhaps
as a minor component of an indicator system. If there is
an interest in using jobs as an indicator, then evaluation
should focus on audited jobs rather than unsubstantiated
self-reports.

In our proposed evaluation approach, we did not rec-
ommend that GRA undertake a control-group study or
a formal benchmarking process. In the first place, we are
not able to identify programs or research projects that
are entirely satisfactory comparisons for GRA. In the
second place, the primary objectives of benchmarking
can be achieved with other methods. Case studies can



J. Youtie et al.| Evaluation and Program Planning 22 (1999) 55-64 63

be used for in-depth (but non-statistical) comparisons
between GRA and comparable programs. The set of
performance indicators can be used as a de facto bench-
mark, assuming the availability of comparable infor-
mation from other states.

4. Conclusions

Our evaluability assessment of GRA highlights the
factors that need to be considered when selecting pro-
gram evaluation approaches. Selection among the array
of possible program evaluation methods needs, on the
one hand, to consider the methodological strengths and
weaknesses of any particular approach, and, on the other,
program context, resources, and needs. Program charac-
teristics also greatly affect the ability to conduct an effec-
tive evaluation. In the GRA case, these characteristics
included differences in stakeholder perspectives, time-lags
before realization of the full range of benefits and costs,
indirect links between program intervention and desired
program outcomes, the influence of the broader industry,
economic and technological context, and the difficulty of
developing counter-factual evidence and comparisons.

Our approach, in the GRA case, was to recommend
the use of selected methods within a two-part evaluation
regime. We proposed the use of routine methods that
could be readily applied to a research and technology
development program. Performance indicator and flow
analysis can be performed on a modest budget and, to a
large extent, through internal program resources to track
and monitor progress and establish how the program
should work to produce this progress. In addition, we
suggested that more extensive evaluation methods be
applied over a longer time frame to gauge the program
outcomes—quantitative and perceptual—and to review
the program’s strategic direction, research, operation,
and management. Case studies, survey-based cost-benefit
analysis, content analysis, and external and peer review
require devoting a share of program resources and the
employment of external expertise, but they more com-
prehensively address various factors that affect GRA’s
performance and impact.

Although an evaluability assessment addresses con-
straints on program evaluation and methods useful for
addressing these constraints, our evaluability assessment
did not go into such details as the specific questions to be
asked on survey instruments, the design of management
information systems, or the names of outside consultants
or review panel members. Our intent was to meet the
client and program’s need for an initial and broad over-
view of how they might approach evaluation in a situ-
ation where little formal evaluation had been conducted
to date. In other contexts, an evaluability assessment
might go more fully into the details of specific meth-
odologies.

This point about the GRA assessment suggests that
the application of evaluability assessment to technology
development initiatives elsewhere will vary depending on
the context of the program and its experience in con-
ducting evaluation. Evaluability assessments are typically
thought of as being conducted at the start of a new
program. In this context, the assessment may be limited
to an overview of various evaluation approaches or it may
provide more detailed recommendations as to measures,
data collection methods, analytic approaches, and report-
ing. The portfolio of methods examined would depend
on the particular nature of the policy or program under
review. The GRA case represents a second context in
which the program is already in operation, but no formal
evaluation system exists. Based on our experience with
the GRA, an evaluability assessment of an ongoing pro-
gram may require exploration of various evaluation
approaches and existing program constraints rather than
specification of evaluation details, particularly if the party
requesting the evaluability assessment is not the program
manager. The request for the evaluability assessment of
the GRA came from the state Office of Planning and
Budget, acting in an oversight capacity and seeking a
broad review of possible approaches, rather than from
GRA program administrators wanting to implement
specific evaluation methods.

A third context involves situations where there is alre-
ady an operational program and evaluation system. The
evaluability assessment of an ongoing program may take
the form of a review of the implementation and usability
of existing methods. Under such conditions, evaluability
assessment may consider changes in external pressures
(budgetary, sponsor expectations) and internal needs for
program improvement. In addition, such an assessment
would be especially concerned with the validity and
reliability of the data generated by existing methods to
determine whether existing methods should be modified
or possibly abandoned in favor of new approaches.
Where there are several related programs with ongoing
evaluation systems, an evaluability assessment may take
the form of a portfolio evaluation review which assembles
valid comparative information.

In summary, evaluability assessment is a concept that
offers many benefits in designing and implementing an
evaluation system. An evaluability assessment can help
to address concerns about conducting an evaluation.
Through evaluability assessment, program participants,
management, sponsors, and partners can be explicitly
involved in dialogue about evaluation at an carly stage
(or, in situations where evaluation has lagged, to prompt
dialogue and action about establishing evaluation while
in mid-term). Evaluability assessment can help avoid
unnecessarily costly investments or omissions of impor-
tant methods. Evaluability assessment also forces con-
sideration of the balance of methods in light of their
relevance in the context of political, technological, and
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methodological issues. Applied appropriately, an eva-
luability assessment can assist programs and sponsors to
initiate more effective evaluation efforts or make their
first steps into more formal evaluative approaches in cases
where evaluation has not previously been conducted.
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