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a b s t r a c t

In this study, we propose an unconnected component inclusion technique (UCIT) for patent
citation analysis. Our method generates a cluster solution that includes unconnected and
connected components of a direct citation network, enabling a more complete analysis of
the technology fields. Case studies of Internet of Things-related technologies were con-
ducted to test the effectiveness of our proposed method. We observed that UCIT increased
the number of nodes especially in relatively small networks. Additionally, we analyzed how
the clusters changed by adding unconnected patents to the citation network and identified
four types of clustering phenomenon. Our method can be used by patent officers, R&D man-
agers, and policy makers when they want to understand the technology landscape better.

© 2016 Elsevier Ltd. All rights reserved.

. Introduction

To understand technological trends and model innovation processes, researchers are increasingly using patent data
ecause they are easily available and full of valuable information. By analyzing patent data, we can measure research and
evelopment activity, technological progress, and inventor productivity. Analytical methods include text mining (Hu, Fang, &
iang, 2014; Wang, Liu, Ding, Liu, & Xu, 2014), analysis of international patent classification (IPC) frequency and co-occurrence
Leydesdorff, Kushnir, & Rafols, 2014), and citation-based analysis (Karki & Krishnan, 1998; Verspagen, 2007).

Among them, patent citations have been used as indicators of forecasting technology success (Altuntas, Dereli, & Kusiak,
015), emerging technologies (Daim, Rueda, Martin, & Gerdsri, 2006), and technology selection (Marra, Emrouznejad, Ho, &
dwards, 2015). Citations have also demonstrated that they improve the accuracy of patent retrieval techniques (Lopez &
omary, 2010; Mahdabi & Crestani, 2014). Because citations naturally point to previous patents, mapping citation network

s useful in creating a landscape of a particular technology, in which the flow of innovation can be observed and technology
ronts can be detected (Ogawa & Kajikawa, 2014).
Citation network analysis originated in the work of De Solla Price (1965), in which a citation network of papers was
tudied. Since then, network analysis on papers has flourished and the methodology has been translated to the patent
orld. This is justified because the bibliometric properties of papers and patents have been shown to be similar (Narin,

994).
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When a citation network is created for the purpose of studying technology landscapes, a group of patents related to a
selected technology is retrieved and then the citation connections within that group are established. Some patents might
be connected to others, forming subgroups, whereas others may remain without any connection. Special attention is given
to the largest subgroups, namely, the largest or maximum component, whereas the remaining subgroups are neglected.
Networks represented by the largest component, especially of patent citation networks, might have a disadvantage in that
they could be considered not large enough to represent a technology field adequately.

In contrast to networks of academic papers, patent networks may lose a considerable amount of nodes by neglecting
the unconnected components (Shibata, Kajikawa, & Sakata, 2010). Our objective is to reduce the amount of information lost
in patent network analysis. To achieve this, we applied an expansion strategy at the dataset level to establish connections
between the largest connected component and the relevant unconnected components. Thus, we tackle the situation when
a patent citation network is regarded as small compared to the size of the dataset. Our proposed methodology is called
unconnected component inclusion technique (UCIT), which supports the inclusion of relevant, but originally unconnected,
components in citation network analysis.

To illustrate and evaluate the advantages of our proposed method, we applied UCIT to the citation networks of the
Internet of Things (IoT) and its three main hardware components. IoT is a concept related to the “pervasive presence around
us of a variety of things or objects which, through unique addressing schemes, are able to interact with each other and
cooperate with their neighbors to reach common goals” (Atzori, Iera, & Morabito, 2010). The hardware of IoT consists of
prior technologies, specifically, radio-frequency identification (RFID), near field communication (NFC), and sensor networks
(SN) (Whitmore, Agarwal, & Da Xu, 2014). These four networks present different characteristics in size and age, which is
useful for a comprehensive assessment of the method.

The rest of the paper is as follows: Section 2 discusses the methods for network creation and the concept of patent family
as a unit of analysis; here, we discuss the preference of citation networks over other methodologies. Section 3 explains the
UCIT for increasing the coverage of the network, and Section 4 discusses the corresponding results. Practical implications
are described in Section 5, where our four case studies are analyzed in depth, and limitations of the study are discussed in
Section 6. Finally, in Section 7, we present our conclusion, showing the benefits and future directions in expansion strategies.

2. Related works

In this section, we review papers that analyze the different forms of clustering or document classification through net-
works. Some of them focus on networks of academic articles, but their methodologies apply to patent datasets as well,
given the similarities they share. As the network is the basis for the clustering technique, we want to focus primarily on its
construction methods. We also discuss the usefulness of the patent family as the unit of analysis.

2.1. Network construction

Basically, networks are created from a collection of documents retrieved from a database; the quality of the database
and the information retrieval strategy may have an impact on the size and connectivity of the network. Thus, a noisy
dataset (i.e., documents with little relatedness between them) might result in sparse networks that do not capture the
full characteristics of the field in analysis. This concern is addressed by the information retrieval research, which looks for
methods to increase the relatedness of documents retrieved. Specifically, research studies on patent retrieval have focused
on the improvement of the algorithms in the search engines (Bache, 2011) or on strategies for query refinement (Mahdabi
& Crestani, 2014). Therefore, the starting point for patent network analysis is the retrieval of the adequate dataset. Once
the corpus of documents is obtained, several strategies can be used to establish the links between the documents. These
construction methods are mainly based on IPC codes, text contents, and citations.

IPC codes are the standard for patent classification. In network analysis, IPC codes have been used to create networks by
linking two or more patents whenever they share an IPC code. Leydesdorff (2008) used this strategy to analyze a dataset
of 138,751 patents, mapping networks at different levels of the IPC code for the whole dataset and for country subsets. The
results, however, were not positive. Networks based on IPC made a poor representation of the technology space, and the
use of other methods such as text-based networks was suggested.

When it comes to text-based methods for network construction, researchers have mainly focused on two trends, one
relying on text similarity measures and the other applying probabilistic models. In a large-scale experiment, Boyack et al.
(2011) evaluated the accuracy of nine text similarity measures for clustering 2.15 million biomedical articles. The PMRA
(PubMed Related Articles) measure proved to be the best, followed by BM25 and a topic model-based measure. PMRA is
a similarity measure specific to the PubMed interface; thus, its application in other fields is limited. The other two are
common methods in text mining literature. Even though the aforementioned experiment was comprehensive, there was no
general agreement. For instance, Hamedani and Kim (2014) used a dataset of more than 1 million computer science articles
to compare several similarity measures; their experiment showed that there was no significant difference between BM25

and the classic cosine similarity of tf-idf weighting. In another experiment, document classification using the tf-idf yielded
better performance when the unit of comparison was phrases instead of single terms (Zhang et al., 2016).

Other text-based methods rely on probabilistic models that can be estimated from text corpus. Yau, Porter, Newman,
and Suominen (2014) explored the possibilities of classifying academic articles from seven research domains using topic
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odels. Four topic model algorithms were compared, and the hierarchical Dirichlet process scored the highest performance.
retarsson, O Donovan, Asuncion, and Newman (2011) also exploited topic models for network creation, but their focus was
ore on improving the analysis of the document through visualization than on performance evaluation or clustering.
The performance of text-based methods depends on the selection of text fields, using words or phrases; the cleaning

trategy of the text corpus; and the tuning of the parameters in the algorithms. Therefore, there is still no significant evidence
hat will make researchers choose one method over the other. On the other hand, citation-based methods for network analysis
nd clustering have reached consensus.

Three types of citation networks can be constructed. The simplest one is direct citation, which refers to the establishment
f the linkage from a document to all the cited references in it; this is repeated for each document in the dataset, resulting
n a network of cited references (De Solla Price, 1965). The other two methods are bibliographic coupling and co-citation.
ach possible pair of documents in a dataset is compared and bibliographically coupled when they share one or more
ited references. The number of references they share is the strength of this connection (Kessler, 1963). Finally, co-citation
onnects all references cited within a document; the more two documents are cited together (co-occur) in other documents,
he stronger their relation gets (Small, 1973). Details on the construction process and characteristics of these methods can be
ound in Shibata, Kajikawa, Takeda, and Matsushima (2009). Once a network is created by any of the three methods, tightly
onnected groups of documents can be identified and clustered.

As stated by Waltman and Van Eck (2012), intuitively, direct citation networks may convey the strongest relationship
etween the documents compared to co-citation and bibliographic coupling because they need a third intermediary doc-
ment to establish the linkage, being indirect methods for network creation. To know which method represents research
omains more accurately, previous research studies have compared the performance of these networks under different
onditions. Shibata et al. (2009) compared the three methods when analyzing research domains of gallium nitride, complex
etworks, and carbon nanotubes. In all cases, direct citation performed best based on different evaluations such as size of
lusters, speed, and topological relevance. Clusters observed from the direct citation network suggested a high content sim-
larity. Klavans and Boyack (2015), who studied rather large datasets, recently conducted the most comprehensive citation
etwork analysis to date by using a corpus of 48.5 million documents, which basically included all indexed articles in Scopus

rom 1996 to 2012 and other sources, and obtained the same results as those of Shibata et al. Although most of their works
ave favored co-citation and bibliographic coupling in the past, they now motivate future studies on citation networks to

ocus on direct citation.
Hybrid methods combining citations and text have also been proposed in the literature, but they inherit the same issues as

hose of text-only methods, and their effectiveness depends on the selection of parameters, etc. Therefore, we decided to build
ur methodology based on direct citation networks, given the straightforward way of construction and the demonstrated
uperior performance for large and domain-specific networks.

.2. Patent family

Citation networks of patents can be constructed by using any of two units of analysis: the patent or the patent family. A
atent family is defined as a collection of patents that are filed in different countries but refer to the same invention (Thomson

nnovation, 2016). Depending on the country, the citation behavior changes. The United States Patent and Trademark Office
sks patentees to be as comprehensive as possible in citing all state-of-the-art technologies related to the invention, whereas
he European Patent Office and the Japan Patent Office focus on those citations strictly related to the invention (Michel &
ettels, 2001). Moreover, some patentees may strategically choose to cite, or not, patents from competitors, or they just

ailed to find similar patents by the date they filed the patent in one office, but found new similar technologies when filing
n other countries (Wilson, 1995). Then, the use of a single patent authority database for patent networks may diminish the
nalysis owing to the incompleteness of the citations. To overcome this issue, we can use patent family networks.

To create patent family networks, we need to merge the members of the family (i.e., the same patent in different coun-
ries) and aggregate their citations. By combining the citation information, we can increase the connectivity of the network
Nakamura, Suzuki, & Kajikawa, 2015). Despite this benefit, the use of patent family networks has been scarce in the liter-
ture. Some of the few examples are Fajardo-Ortiz, Ortega-Sánchez-de-Tagle, and Castaño (2015) and Hu and Liu (2015);
he former analyzed patent families of technologies related to Ebola research, and the latter mapped patent families of

icroelectromechanical systems (MEMS).
However, citation networks of patents may show an undesired characteristic regardless of whether they were built

sing patents from a single authority or from patent families. They are usually sparse. For instance, the aforementioned
etworks connected only 20%1 of the 102 patent families of Ebola’s research technologies and 41% of the 27,152 patent

amilies of MEMS technology. Other papers have explicitly reported this as an issue. When comparing the gap between
cademic research and patents of solar cell technologies, Shibata et al. (2010) observed that, even though an increasing

umber of patents were filed through the years, the largest component of the patent network did not grow and remained
mall, connecting only 30% of the 333,207 patents retrieved. Nakamura et al. (2015) noted this problem and measured how
he patent family network improves the connectivity over patents from a single authority. They compared the networks of

1 Percentages shown in this section were calculated based on network and dataset sizes reported in those papers.
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Fig. 1. Overview of our research.

five drive train technologies, validating that, by merging patent families, the connectivity increased. Even so, the maximum
improvement was observed by connecting 51% of patent families. When the network is not large enough, we cannot regard
it as a comprehensive representation of a technology field.

We do not claim that small networks lead to wrong conclusions. The frequency of citations in patents has a relation to
their value, and it might be possible to weight each patent by its number of citations (Hall, Jaffe, & Trajtenberg, 2005; Harhoff,
Narin, Scherer, & Vopel, 1999). Thus, even though citation networks are sparse, they still capture mainstream trends of the
technological field. Nonetheless, they might fail to represent all its features. Therefore, our methodology aims to increase the
participation of unconnected components when the lack of connectivity is a concern. Instead of clustering only the network,
our methodology generates clusters that include both the network and the relevant unconnected components. This brings
the possibility of a more complete analysis of the technologies and is achieved by direct citation alone.

3. Methodology

An overview of our research is given in Fig. 1. In this paper, we use the word “conventional” to refer to direct citation
networks without any further processing or expansion strategy, which is the normal way of creating patent citation networks
in the literature. To compare the performance of UCIT to that of the conventional procedure in a patent network analysis, we
need to complete four phases. In Phase 1, datasets of patents are obtained. In Phase 2, datasets are processed to include patent
family information, which enables networks of patent families to be generated instead of networks of single patents. In Phase
3, the networks are created and clustered. The following two clustered networks from the same dataset are compared:

• the original network, which is the maximum component of the network formed by the conventional procedure, and
• the expanded network, which is the same original network plus the set of unconnected nodes that share citation relation-

ships outside the dataset.

In the final phase, both the original and the expanded networks are compared and evaluated.

3.1. Conventional and proposed procedure

To collect patent data for the four cases, we used the Derwent World Patent Index (DWPI) database by Thomson Inno-
vation. We chose this database because it is known as a comprehensive source of patent information. It contains patent
information from more than 80 patent authorities worldwide, collecting the family members of each patent. It also includes
the Derwent Patent Citation Index (DPCI), which contains citation references for each patent family. This information is
needed to construct networks of patent families. Moreover, this database provides concise abstracts written in English by
the DWPI editorial team for patents issued in more than 30 foreign languages, which are useful in evaluating our results by
means of text analysis.

The conventional procedure for building a patent citation network is shown in Fig. 2. Step (1) involves the collection
of a patent dataset. According to the analysis targets, appropriate query is used and bibliographic records of patents are
retrieved. In step (2), the dataset is processed to include patent family information. All citations of the family are aggregated
into a single patent representative of that family that will act as a node in the network. In addition, the aggregated citations

are the edges. In Step (3), the direct citation network is created. In Step (4), the directions of the edges are removed and
only the largest connected component (the maximum component) is selected for analysis to focus on those patents directly
connected. Finally, in Step (5), a clustering algorithm is applied to the largest connected component. With this procedure,
edges can be established only among patents in the dataset. It is worth noting that Step (2), the aggregation of patent families,
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s optional, but as discussed in Section 2 this step has the benefit of increasing the connectivity of the network and we want
o compare UCIT to the most comprehensive scenario.

The procedure of UCIT is shown in Fig. 3. The assumption of this technique is that two unconnected patents may still
hare a citation relationship with other patents outside the dataset. Then, an auxiliary patent serves as a bridge to connect
hem. As in the conventional procedure, in Step (1) of the UCIT, a dataset of patents is obtained. We call this dataset (n). In
tep (2), an auxiliary dataset of patents is obtained based on any of the following citation information:

(a) Cited references (backward citations) from all patents in (n)
b) Citing references (forward citations) to all patents in (n).
The citation information of these auxiliary datasets is used to establish the connections between the maximum and the
nconnected components of (n). Furthermore, both (a) and (b) can be used in combination or in a recursive fashion (e.g., the
ited of the cited). In Step (3), the original dataset (n) is combined with the selected auxiliary datasets. In Step (4), the data
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Table 1
Auxiliary datasets.

Label Description

(n − 1) Set of cited patents from all patents in (n)
(n + 1) Set of citing patents to all patents in (n)
(n − 2) Set of cited patents from all patents in (n − 1)

Table 2
Combined datasets.

Method Cited references Citing references

Conventional procedure (n)
UCIT (n − 1) + (n)
UCIT (n) + (n + 1)
UCIT (n − 2) + (n − 1) + (n)
UCIT (n − 1) + (n) + (n + 1)

Table 3
Network totals derived from the conventional procedure.

Average year Size of dataset (n) Size of maximum component Coverage

RFID 2007.7 49,910 25,116 50.3%

NFC 2010.9 9908 2800 28.3%
IoT 2010.8 5435 76 1.4%
SN 2007.7 607 17 2.8%

are processed to include patent family information. The processed file is used to create a network in Step (5). The network
created by this procedure has the following characteristics:

• The direction of new edges can be observed

1) from patents of dataset (n) to those of auxiliary datasets
2) from patents of an auxiliary dataset to those of dataset (n)
3) from patents of an auxiliary dataset to other patents of an auxiliary dataset

• Some patents of dataset (n) remain disconnected because they do not have cited references and have yet to receive citations.

In Step (6), the direction of edges is removed and the maximum component is obtained. This maximum component
includes patents from the original dataset (n) and from auxiliary datasets. Clusters are obtained in Step (7). Because the
maximum component has changed, the number of clusters is expected to be different from those in the original network.
Finally, in Step (8), patents from the auxiliary dataset, including their edges, are removed. This is necessary to retain only
the patents in the original dataset (n), which are the subject of interest. Here, connected and unconnected components are
present. Clusters containing a single patent are also removed.

3.2. Datasets and their basic characteristics

In our study, UCIT was applied to four cases: patents of IoT and its three hardware components, as described by Whitmore
et al. (2014). The following queries were used to retrieve and collect the bibliographic data: “radio frequency identification”
OR “RFID” for RFID, “near field communication” OR “NFC” for NFC, “Internet of Things” OR “IoT” for IoT, and “sensor networks”
for sensor network. The dataset (n) for the four cases contains 49,910, 9908, 5435, and 607 patents, respectively. The dataset
covered patents until March 20, 2013, and were retrieved on August 20, 2015, using the search condition “enhanced patent
data–DWPI and DPCI.” After the data retrieval, we collected the lists of cited and citing patents not present in the dataset
and obtained auxiliary datasets based on that information.

To determine whether cited or citing references establish better connections to unconnected components, we combined
different auxiliary datasets with the original dataset (n). Tables 1 and 2 show the composition of those datasets. For each
technology, five networks were created: one based on the conventional procedure and four that employ UCIT with the
combined datasets, as shown in Table 2. A topological clustering algorithm based on modularity maximization (Clauset,
Newman, & Moore, 2004) was used to cluster all networks.

Table 3 provides the basic information about the network created using the conventional procedure. The coverage refers

to the percentage of patents in the dataset used to form the citation network. IoT and SN can be regarded as sparse and
highly unconnected, whereas RFID and NFC coverage can be improved.

To determine the combination of auxiliary datasets that most improves the coverage ratio, we conducted a cost-
performance analysis. If we expand the dataset, it is clear that the coverage improves. However, it takes time to collect
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Table 4
Cost according to the combined datasets.

(n) (n) + (n + 1) (n − 1) + (n) (n − 1) + (n) + (n + 1) (n − 2) + (n − 1) + (n)

RFID 49,910 176,904 257,036 384,030 1,677,339
NFC 9908 24,147 49,459 63,698 405,124
IoT 5435 6845 8859 10,269 41,213
SN 607 4081 5576 9050 87,837

Table 5
Performance according to the combined datasets.

(n) (n) + (n + 1) (n − 1) + (n) (n − 1) + (n) + (n + 1) (n − 2) + (n − 1) + (n)

RFID 25,116 30,255 33,903 34,383 –
NFC 2800 3628 4806 5143 6431
IoT 76 154 537 550 785
SN 17 229 316 372 417

Table 6
Cost performance according to the combined datasets.

(n) (n) + (n + 1) (n − 1) + (n) (n − 1) + (n) + (n + 1) (n − 2) + (n − 1) + (n)

RFID 50.3% 17.1% 13.2% 9.0% –
NFC 28.3% 15.0% 9.7% 8.1% 1.6%
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uxiliary datasets and to calculate the expanded network. On the basis of the cost performance, we intended to determine
he tradeoff between extent of the expansion and performance improvement. Table 4 lists the sizes of each combined dataset.
he size, i.e., the number of patents, is regarded as the cost. We observed that, by obtaining auxiliary datasets in a recursive
anner, the size increased exponentially. In particular, the RFID dataset growing rate was too large for (n − 2) to be included

n this analysis.
Table 5 shows the performance, which we defined as the increment in coverage. This resulted in the inclusion of uncon-

ected components of (n). IoT and SN showed a sharp increment when any combined datasets were used. NFC and RFID also
ncreased, but not as dramatically. This suggests that UCIT works best for networks that are highly sparse and unconnected.
n addition, the greater the number of auxiliary datasets combined, the greater the number of unconnected patents included

ith the maximum component of (n). However, these increments are associated with their respective cost. Table 6 shows
he ratio of cost to performance. The best ratio was obtained when using auxiliary dataset (n − 1) for the IoT and SN. For
FC and RFID, the ratio decreased in all cases, meaning that, although the auxiliary datasets were large, they were able to
enerate only a small increment in performance. Such behavior was expected because NFC and RFID were better connected
han the other datasets and the size of their maximum component was already sufficiently large. Therefore, to maintain the
ame conditions in the evaluation phase, we extended the use of auxiliary dataset (n − 1) to RFID and NFC even though the
ost performance was not high. Nevertheless, an increase in performance was also observed.

We assessed not only the increase in coverage, but also the quality and effect of adding the unconnected components. We
emonstrated that UCIT not only added more patents, but also improved the quality of the textual coherence in the cluster.
e evaluated the overall performance of UCIT by comparing the semantic coherence of the text contents in the clusters and

y comparing the IPC distributions of the patents that were considered reachable against those that were not.

.3. Methods of evaluation

By applying the aforementioned steps, we increased the number of patents to be considered in a patent network analysis.
he best option for expanding the original dataset (n) is to combine it with dataset (n − 1), which is the set of backward
itations from all patents in (n). To evaluate our claim that using unconnected components in the analysis improves not only
he coverage but also the semantic coherence of tightly knit groups of patents in the citation networks, we compared the
omposition of clusters created using the conventional procedure to those created by UCIT. One measure commonly used to
valuate the quality of clusters in networks is modularity, which measures the appearance of densely connected groups of
odes (Newman 2006). However, our technique creates clusters that contain both unconnected and connected nodes. This

s because after connecting the nodes with the expanded corpus and clustering the network we eliminated the patents from
he auxiliary dataset (see Step (8) in Fig. 3). Thus, using modularity was not an option for evaluation in this study.

Another method of evaluation includes precision and recall, which requires a ground truth or reference data inexistent

or our datasets. We could have created such reference by taking into account human-based partitions from expert opinions,
hich is time consuming and can be regarded as subjective. Instead, we exploited the natural characteristics offered by

he network; we conducted two types of evaluations. Evaluation 1 measures intra-cluster text similarity and the similar-
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Fig. 4. Heatmap representing the similarity between clusters in both networks for IoT. (For interpretation of the references to colour in the text, the reader
is referred to the web version of this article.)

ity between clusters in both networks. Evaluation 2 describes the reachability of unconnected patents and compares IPC
subclasses.

3.3.1. Evaluation 1. Comparison of clusters in the original and expanded networks
The first text similarity measure was performed on the contents of the clusters. UCIT performs well if it is able to allocate

patents in clusters, which intra-cluster text similarity improves in relation to the original network. To measure this, we
focused on core patents.

A core patent is a patent having the highest degree centrality in each cluster of the original dataset (n). Degree centrality
is the sum of the edges from and to that patent. When multiple patents have the same highest degree centrality inside a
cluster, all are treated as core patents. Once those patents are identified, we locate them in the network created by UCIT and
compare the semantic coherence of the cluster in the original network with the semantic coherence of the cluster in the
expanded network.

Semantic coherence is defined as the average of the cosine similarity of all pairs of patents in a given cluster as represented
in the following equation:

CosineSimilarity(t, s) = jt · js√∑
ij

(i)
t · j(i)s

(1)

where Jt and Js are the text vectors of patent t and patent s, respectively. Cosine similarity measures the similarity between
two vectors. To calculate it, we merge the fields of “Title—DWPI” and “Abstract.” The text is then processed by converting it
to lowercase; removing stop words, symbols, and punctuation marks; and stemming each word. Finally, words are treated
as vectors and tf-idf is calculated. We use the cosine similarity of tf-idf because it is commonly used and has been proven
as an effective way to find the relationships in a corpus of text to detect technological fronts (Shibata, Kajikawa, & Sakata,
2011a).

The second text similarity measurement was performed across networks. To measure the information added by the
unconnected components, we applied the cosine similarity again. However, this time, it was used to compare the clusters
in the original dataset (n) to all clusters generated by UCIT. This inter-cluster similarity can be represented as a heatmap in
which the intersection is colored according to the similarity value. If the cosine similarity of two clusters is greater than a
certain threshold, this suggests that both clusters contain similar information. An example of the result is shown in Fig. 4
for IoT. Similar clusters greater than a threshold empirically set at 50% are marked in red. When a cluster generated by UCIT

does not share any similarity with any of the original clusters, then it contains new information, which is indicated by the
yellow columns in Fig. 4. With the heatmap, we evaluated how UCIT could extract new clusters that did not appear in the
original dataset.
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Table 7
Number of core patents inside clusters in the expanded network that showed higher semantic coherence.

RFID NFC IoT SN Average

Higher 575 49 9 6 159.8
All 709 74 17 6 201.5
Higher/all (%) 81.1% 66.2% 52.9% 100.0% 75.1%

Table 8
Number of clusters in the expanded network with new information.

RFID NFC IoT SN Average
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New 214 124 38 26 100.5
All 414 170 46 28 164.5
New/all (%) 51.7% 72.9% 82.6% 92.9% 75.0%

.3.2. Evaluation 2. Characteristic analysis of reachable and unreachable components
Even when we expand the dataset by UCIT, some patents in the original dataset cannot be connected. The reason for the

xistence of such unconnected patents is that they do not have citing and cited patents. We call these as unreachable patents.
y contrast, the unconnected patents in the original dataset that have at least one cited or citing reference are reachable.
e then define reachability as the maximum coverage possible for a given dataset. This simply indicates the percentage

f patents that have at least one citation, and they are expected to connect at some point when the appropriate auxiliary
atasets are added. Then, reachability can serve to assess the performance of different citation networks, and, based on the
overage, those close to the reachability are more inclusive networks.

To determine the difference between reachable and unreachable patents, we analyzed their IPC subclasses. Patents are
lassified using the IPC codes, which could be up to 12 digits long. Each patent has one or more IPC codes, and they can be
sed to evaluate the similarity between patents or groups of patents. Patents share similar characteristics of the invention
hen they have the same IPC code. In this study, we compared the IPC subclasses, the first four digits of the code, within

eachable and unreachable patents. We also calculated and compared the reachable patents to the maximum component of
he original network to verify whether UCIT alters the frequency with which IPC codes appear. The four-digit subclasses are
he third hierarchical level of the code, being the level that precisely describes and divides the technologies covered by the
lassification scheme of the IPC (WIPO, 2015). The remaining digits can only be interpreted under the scope of the subclass.
oreover, the four-digit code is useful for the analysis of specific technologies (Leydesdorff et al., 2014).
To assess the presence of different IPC subclasses in each set (reachable, unreachable, and maximum component of the

riginal network), we used Jaccard similarity. It is simply the ratio of the intersection over the union of IPC subclasses for
pair of sets and is not sensitive to frequency. On the other hand, we used cosine similarity, which is sensitive to weights,

o determine whether highly frequent IPC codes in each set are similar despite containing other infrequent codes. Both
imilarity measures indicate a high similarity when they get close to 1.

. Results

.1. Comparison of clusters in the original and expanded networks

The original network was obtained by the conventional method, as shown in Fig. 2, whereas the expanded network was
btained by UCIT, as shown in Fig. 3. They were compared in our study. In Evaluation 1, we performed two analyses to
valuate the usefulness of UCIT.

First, the cosine similarity of intra-clusters that shared core patents in the original and expanded networks was calculated
nd compared. We refer to this comparison as semantic coherence. Core patents were tracked between the original and the
xpanded networks. We counted the number of core patents inside clusters in the expanded network that showed higher
emantic coherence than those in the original network. The results are summarized in Table 7. On average, 75.1% had more
elevant patents inside the cluster when applying UCIT. This means that UCIT effectively allocates core patents into more
emantically coherent clusters.

Second, the cosine similarity between clusters in the original and the expanded networks was measured to investigate
lusters containing new information. Here, a cluster with new information means that a cluster in the expanded network
hares no significant similarity with any clusters in the original network. We counted the number of clusters in the expanded
etwork that had new information, which was 75.0% on average, as shown in Table 8. These results indicate that, with UCIT,
e can obtain new information from the expanded network that was not included in the clusters in the original network.
.2. Characteristic analysis of reachable and unreachable components

The reachability for each case study was calculated in Evaluation 2 to determine the structure of the entire patent
etworks. The results are summarized in Table 9, where we can observe that UCIT got a higher coverage than the conventional
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Table 9
Performance comparison of each method and reachability.

Case study Coverage of (n) (conventional procedure) Coverage of (n − 1) + (n) (UCIT) Reachability

RFID 50.3% 67.9% 68.7%
NFC 28.3% 48.5% 61.5%
IoT 1.4% 9.9% 20.5%
SN 2.8% 52.1% 81.0%
Average 20.7% 44.6% 57.9%

Table 10
Similarities of the IPC subclass distribution for each pair of components.

Jaccard similarity Cosine similarity

Reachable Unreachable Reachable Unreachable

RFID Original maximum component 0.9322 0.7331 0.9978 0.9142
Reachable component 1 0.7102 1 0.9324

NFC Original maximum component 0.4655 0.4475 0.9912 0.9553
Reachable component 1 0.4968 1 0.9758

IoT Original maximum component 0.1342 0.0881 0.9527 0.8386
Reachable component 1 0.4688 1 0.9387
SN Original maximum component 0.1287 0.2051 0.9366 0.8755
Reachable component 1 0.2500 1 0.9540

procedure, even getting close to the reachability point for RFID. For the other three technologies, there was still a gap between
UCIT and reachability, but a significant increment was achieved. Regarding the maximum coverage for each technology, on
average, 57.9% of patents inside the original network could be connected by using combined datasets. The reachability
of IoT was especially small among the case studies, with only 20.5% of the dataset being reachable. This low percentage
could be explained by the following two reasons. The first is related to terminology and taxonomy with respect to those
technologies whose concepts correspond to IoT but use different terms. Second, given the newness of its technology, IoT
requires additional time to acquire citations and connect the network (Marco, 2007).

Patent networks are dynamic. After a certain amount of time, some patents receive citations. However, the opposite is
also true; the number of cited references in a patent family may decrease if, for example, the patentee withdraws a country-
specific patent or removes a patent. Thus, the reachability is always changing and only reflects a snapshot of the moment
the dataset is retrieved.

IPC subclasses were identified for three types of components: maximum, reachable, and unreachable. The frequencies of
IPC subclasses within the original maximum and reachable components, as well as within the reachable components and
unreachable patents, were compared to determine the technological differences. In Table 10, Jaccard similarity shows that
the IPC subclasses have a low similarity compared to the cosine measure. This can be interpreted as that the three types of
components are highly similar when it comes to their most frequent IPC subclasses, but that they contain several infrequent
ones. From the Jaccard similarity, it can also be observed that RFID and NFC are more specific technologies because they
reported higher similarity scores than IoT and SN did. One possible explanation for this difference is that IT practitioners
know better the older fields of RFID and NFC, whereas they are looking for applications of newer IoT and SN.

The results of the cosine similarity show that the technological characteristics of reachable and unreachable components
can be nearly the same. This finding is consistent with those of previous studies in which IPC classifications do not provide
a clear structure. In other words, IPC frequencies overlap within patent networks (Leydesdorff 2008). Therefore, we cannot
neglect unreachable components when patent analysis is conducted.

5. Discussions and implications

In Evaluation 1, semantic coherence was compared before and after UCIT was applied, and clusters containing new
information were extracted. However, the evaluations were from a macro point of view, and their values were the average
of all clusters. In this section, we provide a detailed analysis of the difference between the original and the expanded network.

By including unconnected patents with UCIT, we can change the structure of clusters. This change led to the appearance
of what we call clustering phenomenon, which is a classification of the possible mutations of clusters resulting from the
inclusion of unconnected elements. We believe that the study of the characteristics of those mutations is important both
for understanding the structure of the patent network and for practical usage of our method, as decision makers may be
interested in just focusing on either clusters with high relatedness or clusters providing new information.

To identify the phenomenon, we tracked core patents before and after applying UCIT, and we observed that the clusters

where they belonged to categorized them into some types of mutations. Then, we measured the semantic coherence and
ratio of new information for each phenomenon. Finally, the characteristics of the clustering phenomena were discussed.
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.1. Observation of the clustering phenomena

We tracked the manner in which clusters in the original network changed compared to those in the expanded network and
bserved four types of clustering phenomenon. We labeled them as Merged, Coherence, Core-Shift, and Appearance. Conceptual
mages of the four types of clustering phenomenon are depicted in Fig. 5. The small orange and red dots represent patents
nd core patents, respectively. The lines indicate links between patents, and the big circles refer to clusters.

Merged represents a situation in which core patents of two or more clusters in the original network merged into one
luster in the expanded network. Coherence refers to the phenomenon in which the expansion strategy did not affect the
luster in a way that other core patents were merged together. Core-Shift refers to a situation in which any patent, except
ore patents, from clusters in the original network shifted to core patents (shown in blue in Fig. 5) in clusters in the expanded
etwork. Finally, Appearance refers to the phenomenon in which new clusters that were not in the original network appeared

n the expanded network. Clusters in the expanded network may contain connected and unconnected patents. We analyzed
ow UCIT affected the network structure of patents with the above framework.

.2. Characteristics of the four types of clustering phenomenon

Fig. 6 provides boxplots and tables for each clustering phenomenon. Boxplots were used to show the semantic coherence
f clusters in expanded networks, and tables were used to show the percentages of clusters having new information. Based
n the boxplots in Fig. 6, Merged and Coherence clusters showed better similarity scores than did Core-Shift and Appearance.
hus, Merged and Coherence can be regarded as more semantically coherent clusters. By contrast, the tables in Fig. 6 indicate
hat Core-Shift and Appearance possess much higher percentages of clusters with new information. A special case arose in SN,
herein the Coherence cluster reached 100% among clusters having new information. This occurred because only a single

oherence cluster appeared in SN. In general, the performance of UCIT proved the value of adding unconnected components
o the original network in two regards:

Unconnected components added semantically coherent information when they were aggregated into Merged or Coherence
clusters.
Unconnected components added information when they were aggregated into Core-Shift or Appearance clusters.

A trade-off was observed in the sense that, even though adding unconnected components to Core-Shift or Appearance
lusters created clusters with new information, they were generally of low semantic coherence. The emergence of new

lusters might be able to comprehend relevant patent clusters that were missed in the original dataset. However, their
emantic coherence is usually low, and some of them may need to be discarded because they are expected to have little
elevance to the scope of the analysis. Nevertheless, we need to note that there is a large dispersion in the semantic coherence
f Core-Shift and Appearance clusters. Some clusters in these two categories also reached high levels of semantic coherence.
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Fig. 6. Characteristic of the four types of clustering phenomena.

Thus, we cannot simply regard these categories as noise as they contributed to both new information and semantic coherence.
Hence, the various functions of unconnected components can be described as follows:

(A) Increase the semantic coherence of clusters with old information
(B) Decrease the semantic coherence of clusters with old information
(C) Increase the semantic coherence of clusters with new information
(D) Decrease the semantic coherence of clusters with new information

In a previous study, Al-Shboul and Myaeng (2014) examined topic drift, which refers to the change of meaning or to the
use of a query for an unintended direction following query expansion, and identified the following categories of topics: rising
topics are new topics that improve query effectiveness, and drifting topics are new topics that cause query topic drift. UCIT
does not refer to query expansion because dataset (n) was not changed before or after the methodology was implemented.
UCIT increased the number of patents that were included inside networks within dataset (n). However, in our research, the
two categories of topics resemble some roles of unconnected components. Specifically, a rising topic is analogous to Role C
and a drifting topic is analogous to Role D. Roles C and D tend to be observed in relatively large networks (i.e., RFID and NFC).
This may be because, in those citation networks, the original maximum component consisting of relatively old patents and

unconnected components added by UCIT tends to be categorized as clusters with new information.

UCIT can provide information about not only Roles C and D, which were previously discovered, but also Roles A and B.
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. Limitations

One of the limitations of this study was identified through the analysis of IPC subclass frequency. The results showed
hat reachable and unreachable components tended to share highly frequent IPC subclasses; thus, patents that remained
nconnected after the UCIT was applied might still have a relatedness to the maximum component in terms of IPC. However,
itation networks can only deal with reachable components and this is also a deficit of the UCIT. In particular, the reachability
f IoT, which represents a new and broad concept, was small. For new technologies, hybrid network construction methods
ould be better in terms of increasing coverage, but the inclusion of noise by using such approaches is yet to be investigated. In
avor of purely citation-based networks, there is the consideration that they are not static since even unreachable components

ay obtain citing references in the future and become reachable. Investigation of the dynamics of change from unreachable
o reachable and of the change in clustering phenomena by conducting time-series analysis is necessary in a future study.

Coverage was a key indicator in this research. We looked for clusters that increased the coverage for the sake of a more
omplete citation network analysis. However, reaching a 100% coverage, i.e., the case wherein all patents in the dataset are
resent in the network, may not necessarily be good. Some patents with little relatedness can be introduced in the network.
his should not be an issue when the patent retrieval strategy ensures the relatedness of all patents in the dataset. If this
s not the case, some measures have to be undertaken to remove or avoid the inclusion of noisy patents in the network.
ere, we present two possible options for noise removal. One possibility is using the technique used by Shibata, Kajikawa,
Sakata, 2011b, who plotted a direct citation network using a large layout algorithm that concentrates highly connected

lusters in the center of the network so that peripheral clusters expected to be little related to those in the center can be
potted right away and then removed after a brief inspection. The other possibility, derived from our own method, is by
etting a threshold in the similarity boxplots presented in Fig. 6. For instance, clusters whose inner coherence is less than
verage similarity can be detected as noisy clusters and thus should be removed. However, the threshold value has not been
tudied and needs to be explored in a future research study.

. Conclusion

In this study, we proposed a network expansion method called UCIT. It contributes to the inclusion of unconnected
omponents to the maximum component of a patent network. Case studies of IoT-related technologies were conducted to
est the effectiveness of UCIT. In general, clusters in expanded networks obtained by UCIT were better than those in the
riginal network in terms of semantic coherence and brought new information that was missed in the original network.
e observed that UCIT increased the number of nodes, especially for relatively small networks (i.e., IoT and SN). The best

ncrement in coverage occurs by including an additional auxiliary dataset of all cited patents listed in the original set of
atents.

We also classified four clustering phenomena caused by adding unconnected patents with UCIT and analyzed their
haracteristics. Specifically, UCIT contributed to an increase in the semantic coherence in Merged and Coherence clusters
nd provided new information when aggregated as Core-Shift and Appearance types of clusters. In practice, inventors or
atent officers may benefit from the more complete picture of technology networks brought by UCIT, and by the analysis of
lustering phenomena, when evaluating the advancement or uniqueness of the application by investigating the contents of
lusters that are related to their invention; policy makers could extract insights about emerging technologies by focusing on
lusters with new information (e.g., Appearance clusters) since their newness indicates that they are still sparse of citations.

Even though the pure citation-based approach limits our method only to patents with citation information, UCIT has
roved to be useful for increasing the coverage when the size of patent citation networks is a concern.
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