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Technology intelligence systems are vital components for planning of technology development and for-
mulation of technology strategies. Although such systems provide computation supports for technology
analysis, much effort and intervention of experts, who may be expensive or unavailable, is required in
gathering processes of information for analysis. As a remedy, this paper proposes TrendPerceptor, a sys-
tem that uses a property–function based approach. The proposed system assists experts (1) to identify
trends in invention concepts from patents, and (2) to perform evolution trend analysis of patents for tech-
nology forecasting. For this purpose, a module of the system uses grammatical analysis of textual infor-
mation to automatically extract properties and functions, which show innovation directions in a given
technology. Using the identified properties and functions, a module for invention concept analysis based
on network analysis and a module for evolution trend analysis based on TRIZ (Russian acronym of the
Theory of Inventive Problem Solving) trends are suggested. This paper describes the architecture of a sys-
tem composed of these three modules, and illustrates two case studies using the system.

� 2011 Elsevier Ltd. All rights reserved.
1. Introduction

Modern economies emphasize the role of research and develop-
ment (R&D) that promotes the creation, diffusion and accumula-
tion of intellectual properties within economic systems. In
general terms, R&D refers to ‘‘creative work undertaken on a sys-
tematic basis in order to increase the stock of knowledge, including
knowledge of man, culture and society, and the use of knowledge
to devise new applications’’ (OECD, 2008). As a method to improve
the effectiveness of R&D activities, technology intelligence has
been introduced to plan technology development and formulate
technology strategies. Technology intelligence is ‘‘the capture and
delivery of technological information as part of the process where-
by an organization develops an awareness of technological threats
and opportunities’’ (Kerr, Mortara, Phaal, & Probert, 2006). Tech-
nology intelligence includes technology monitoring, technology
assessment, and technology forecasting (Lichtenthaler, 2004). As
technology lifecycles shorten and business environments become
more globalized, technology intelligence capabilities have become
increasingly important for experts such as researchers, practitio-
ners and R&D policy makers.

Technology intelligence tools have several advantages over
expert-based approaches (Yoon, 2008), including:
ll rights reserved.
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1. Ability to analyze large quantities of information which cannot
be analyzed by humans alone.

2. Ability to generate much useful information which humans
cannot produce. For example, they can visualize the relation-
ship between technology and companies, and analyze the char-
acteristics of technology using statistical analysis.

3. Ability to support decision making processes with relevant
information including technology assessment and technology
forecasting.

Technology intelligence tools assist experts to make strategic
technology plans. With respect to content analysis of technical
documents, many technology intelligence tools have been actively
developed to identify technology trends and give technological in-
sights. The Theory of Inventive Problem Solving (Russian acronym:
TRIZ) (Altschuller, 1984) has been used as a tool for technology
intelligence (Schuh & Grawatsch, 2004). Among its many tools,
TRIZ trend analysis identifies the evolutionary status of systems
to predict further improvement of technology by using defined sys-
tem evolution patterns called TRIZ trends (Mann, 2002, 2003).
Thus, TRIZ trend analysis gives decisive information to determine
the threats and opportunities presented by competing technolo-
gies (Schuh & Grawatsch, 2004). Although tools exist to facilitate
identification of TRIZ trends, they rely heavily on skills and knowl-
edge of TRIZ experts in gathering TRIZ trend-related information
and determining specific TRIZ trends and trend phases (Verhaegen,
D’Hondt, Vertommen, Dewulf, & Duflou, 2009). Diva (Morris,
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DeYong, Wu, Salman, & Yemenu, 2002), a bibliometric analyzer of
collections of scientific literature and patents, is a computer pro-
gram that visualizes patent clusters and gives insight into trends
in the technological field of interest. Patinformatrics tools (Trippe,
2003) such as VantagePoint and Aureka can cluster data, mapping
document clusters and generate co-occurrence matrices so that
analysts can discover relationships or trends in a given technology.
In addition, Techpioneer (Yoon, 2008), an expert system for exca-
vating potential technology opportunities, uses text mining and
morphology analysis; the system outputs valuable information
such as the trends of keywords and the morphology of existing
technology, and identifies promising opportunities for technology
development. However, in the aspect of content analysis of techni-
cal documents, these tools require that the set of keyword or key
phrase patterns be defined in advance; this task relies heavily on
the knowledge and effort of domain experts, who may be expen-
sive or unavailable. Furthermore defining keyword or key phrase
patterns of adjacent or emerging technology areas may be a diffi-
cult task even for experts, because their knowledge cannot extend
over all technology areas. Fundamentally, these experts need to
more concentrate on their knowledge activities that identify tech-
nology trends and promising technologies, but too much of their
effort and time should not be consumed in gathering processes
of information for technology analysis.

To eliminate these dependencies on effort of experts, this paper
proposes TrendPerceptor, a system that uses a property–function
based approach. The proposed system assists experts (1) to identify
trends in invention concepts from patents, and (2) to perform evo-
lution trend analysis of patents for technology forecasting.

Properties and functions imply invention concepts of a system
(Dewulf, 2005, 2006; Verhaegen et al., 2009). Properties, which
are the specific characteristics of a system or its sub-systems, are
usually expressed using adjectives; functions, which are useful ac-
tions of a system or its sub-systems, are usually expressed using
verbs (Dewulf, 2006). By exploiting these grammatical relation-
ships, properties and function can be obtained using grammatical
analysis of textual information. To this end, TrendPerceptor uses
natural language processing (NLP) to automatically extract proper-
ties and functions from patent documents. This system facilitates
experts to analyze technological trends of a given technology by
providing a network composed of the identified properties and
functions. Additionally, the system assists experts to predict fur-
ther improvements of a system by automating the processes of
TRIZ trend analysis. The final output of TRIZ trend analysis consists
of evolutionary potential radar plots which show the evolution sta-
tus of patents related to a technology; they can be used as valuable
input for technology forecasting based on TRIZ trends.

Chapter 2 presents the groundwork of this research. On the ba-
sis of the groundwork, chapter 3 describes the system architecture
of TrendPerceptor in detail, and chapter 4 introduces two case stud-
ies using the proposed system. Finally chapter 6 presents conclu-
sions and future work.
2. Groundwork

2.1. Property–function analysis

Dewulf (2006) presented a property–function based approach
to identify connections among products, processes and systems
in different domains: a property addresses ‘what a system is or
has’ and expresses a specific characteristic of a system or its sub-
systems; a function addresses ‘what a system does or undergoes’
and expresses a useful action of a system or its subsystems. On
the basis of investigation of about 16,000 patents from the U.S. Pat-
ent and Trademark Office (USPTO), he found that properties are
generally expressed using adjectives, whereas functions are gener-
ally expressed using verbs (Dewulf, 2006). This means that proper-
ties and functions can be identified using grammatical analysis of
textual information (Dewulf, 2006). However, using only adjectives
and verbs does not sufficiently represent concreteness of technol-
ogy domains because this research aims at identifying technologi-
cal trends from specific technology areas. Therefore this paper
proposes representing properties and functions in the form of bin-
ary relations, which are simple but concrete two-word expres-
sions: properties are expressed as ‘adjective + noun’ forms, and
functions are expressed as ‘verb + noun’ forms. Using the extracted
properties and functions, TrendPerceptor facilitates technology
trend analysis such as invention concept analysis of patents and
evolution trend analysis of patents.

2.2. Stanford dependencies representation and Stanford parser

Because properties and functions can be identified by analysis of
the grammatical structure of textual information, this paper uses
the Stanford parser to automatically extract information concern-
ing properties and functions. The Stanford parser is an NLP parser
that provides a JAVA-application programming interface and is
based on the Stanford dependencies representation. The Stanford
dependencies representation for English was designed to provide
a simple description of the grammatical relationships in a sentence
that can be easily understood and effectively used by people who
have no linguistic expertise (de Marneffe & Manning, 2008B).
Currently, the dependencies are categorized into 55 grammatical
relations, which are all binary: a grammatical relation holds be-
tween a governor and a dependent (de Marneffe & Manning,
2008A). Any grammatically correct sentence can be represented
by the Stanford dependencies (Fig. 1) and, conversely, the Stanford
parser can extract specific binary relations from the sentence. In
this paper, the proposed system uses the Stanford parser to prepro-
cess texts of patents for further analysis.

2.3. Network analysis

Network analysis is a popular method for identifying technol-
ogy trends in bibliometrics (Lee & Jeong, 2008), which is a set of
tools used to study or measure texts and information. Network
analysis using technology keywords encompasses (1) defining a
set of keyword patterns or key phrase patterns, (2) generating a
network that codifies the relationship between occurrences of
the patterns, and (3) identifying technological trends by interpret-
ing the network (Lee & Jeong, 2008; Yoon, 2008; Chang, Wu, & Leu,
2010). The network allows identification of priorities and relation-
ships among the patterns by applying social network analysis
(SNA), which maps and measures relationships and interactions
among people, groups, organizations, computers or other con-
nected entities (Hanneman & Riddle, 2005). For invention concepts
analysis of patents, the system proposed in this paper organizes a
network by using co-occurrences of properties and functions, and
outputs files that are formatted appropriately for further analysis
using external SNA tools such as NetMiner, UCINET and Pajek.

2.4. TRIZ trend analysis

Originally, eight laws of technical system evolution were iden-
tified (Altschuller, 1984), but recently an updated list of 35 TRIZ
trends was presented, incorporating new domains and reflecting
new innovative solutions (Mann, 2002). These trends are grouped
into space (12 trends), interface (17 trends) and time (6 trends).
These evolution laws show specific evolution sequences of systems
(Petrov, 2002). TRIZ philosophy follows the concept that systems
evolve toward increasing ideality, where ideality = (conceived



Fig. 1. An example of Stanford dependencies representation.

Fig. 2. An example of evolution trend (the space segmentation).
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benefit)/(cost + harm) (Mann, 2003). The direction to increase ide-
ality of a system is generally represented as a left-to-right trend;
for example, the ideality of a system in the ‘capillary/porous struc-
ture’ phase is larger than the ideality of a system in the ‘monolithic
solid’ (Fig. 2). Evolutionary potential is the difference between the
evolutionary limit and the maturity of the current system with re-
spect to each trend (Mann & Dewulf, 2002). Therefore, evolution-
ary potential radar plots, which show the multi-dimensional
evolutionary status of a system, can be used as valuable input for
TRIZ trend based technology forecasting. In this paper, TrendPer-
ceptor automates the processes of evolution trend analysis.
3. System architecture

3.1. Basic concepts

TrendPerceptor: is a technology intelligence system that sup-
ports invention concepts analysis of patents (Yoon, Choi, & Kim,
2011) and system evolution trend analysis of patents (Yoon &
Kim, 2011) (Fig. 3). Although many tools provide processes for
technology intelligence such as identifying technology trends and
capturing technology opportunities (Yoon, 2008), at many points
much effort of experts is consumed in gathering of information
for technology analysis. For these reasons, the system uses gram-
matical analysis with NLP to automatically extract information
concerning properties and functions from patent documents. In
turn, the system provides experts with outputs for invention con-
cepts analysis of patents and evolution trend analysis of patents.
3.2. Architecture

The system architecture (Fig. 4) of TrendPerceptor is composed
of three modules: the property–function mining module (PFMM),
the invention concept analysis module (ICAM) and the evolution
trend analysis module (ETAM). Modules that consist of two or
three sub-modules utilize external modules including the Stanford
parser and semantic similarity checker, and interface with specific
databases to retrieve and store processed data. PFMM is a prepro-
cessing module; it extracts properties and functions from texts of
patents using NLP. ICAM identifies innovation concepts of patents.
ICAM generates a network using properties, functions and their
co-occurrences, then provides technological implications by
interpreting the network. ETAM automates identification of the
evolutionary potential of patents related to a given technology
using the properties and functions, and gives insights for further
improvement of the technology.

3.3. Property–function mining module

Most tools using text mining require a set of predefined keyword
patterns or key phrase patterns. However, PFMM employs a prop-
erty–function based approach to automatically extract information
related to invention concepts of patents. Although various technical
documents exist, this paper considers only patents because they
contain up-to-date and reliable information about inventions. With
little effort of experts, PFMM outputs the preprocessed data such as
properties, functions and their co-occurrences. PFMM consists of a
patent search engine and a property–function extractor.

3.3.1. Patent search engine
To identify technology trends, patent documents should be col-

lected in advance. To this end, the patent search engine has an
interface with public patent databases. Using patent retrieval que-
ries composed of textual information related to a target technol-
ogy, and bibliographic information such as international patent
code, applicants and application date, the engine outputs a list of
retrieved patents into a Microsoft Excel file or a text file.

3.3.2. Property–function extractor
The property–function extractor identifies properties and func-

tions by grammatical analysis of abstracts of the retrieved patents



Fig. 3. Basic concepts of TrendPerceptor.

Fig. 4. Architecture of TrendPerceptor.
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because the human-generated abstracts of patents can be consid-
ered as the most important part (Chen, Tokuda, & Adachi, 2003;
Tong, Cong, & Lixiang, 2006; Verhaegen et al., 2009). Dewulf
(2006) and Verhaegen et al. (2009) identified properties from
textual information of patents using adjectives. Hirtz, Stone,
McAdams, Szykman, & Wood (2002) used ‘verb + noun’ pairs to
define functions of mechanical systems. This paper defines the
properties and functions as binary relations, which are simple
but domain-specific two-word expressions. Properties are usually
binary relations that can be expressed as ‘adjective + noun’ forms;
functions are usually the binary relations that can be represented
as ‘verb + noun’ forms. To automate gathering of properties and
functions, the extractor uses the Stanford dependencies represen-
tation and the Stanford parser.

Among the 55 Stanford dependencies, five Stanford typed
dependencies such as adjectival modifiers (amod), direct objects
(dobj), infinitival modifiers (infmod), participial modifiers
(partmod) and relative clause modifiers (rcmod) can be gram-
matically transformed into ‘adjective + noun’ or ‘verb + noun’
forms (Table 1).

Many binary relations are automatically extracted from a pat-
ent using the Stanford parser, but many of them can be ‘noise’ bin-
ary relations that are irrelevant to properties and functions of the
patent. For this reason, a list of extended English stopwords (STOP-
WORDS, 2010) is used to filter out unintended or too-general bin-
ary relations; for example, binary relations containing ‘comprise’,
‘invention’, ‘apparatus’, ‘have’ and ‘make’ are eliminated.

A patent document includes many sentences and each sentence
may contain properties and functions. To perform further analysis
in Subsections 3.4 and 3.5, the property–function extractor stores
properties and functions identified by each sentence into the
property–function database (Fig. 5).



Table 1
The five Stanford dependencies related to properties and functions.

Stanford dependency (SD) Description and example: SD name(dependent, governor)

Amod (adjectival
modifier)

An adjectival modifier of a noun phrase (NP) is any adjectival phrase that serves to modify the meaning of the NP
‘‘Sam eats red meat’’ amod(meat, red)

Dobj (direct object) The direct object of a verb phrase (VP) is the noun phrase which is the (accusative) object of the verb; the direct object of a clause is the
direct of the VP which is the predicate of that clause
‘‘She gave me a raise’’ dobj(gave, raise)

Infmod (infinitival
modifier)

An infinitival modifier of an NP is an infinitive that serves to modify the meaning of the NP
‘‘I do not have anything to say’’ infmod(anything, say)

Partmod (participial
modifier)

A participial modifier of an NP or VP is a participial verb form that serves to modify the meaning of the NP or VP
‘‘Truffles picked during the spring are tasty’’ partmod(truffles,picked)

Rcmod (relative clause
modifier)

A relative clause modifier of an NP is a relative clause modifying the NP. The relation points from the head noun of the NP to the head of the
relative clause, normally a verb
‘‘I say the man you love’’ rcmod(man, love)

Fig. 5. Structure of the property–function database.
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3.4. Invention concept analysis module

ICAM provides invention concept analysis. In a patent docu-
ment, the occurrence of properties and functions in the same sen-
tence implies that they are technologically connected to each
other. Consider a sentence ‘the transparent window provides visi-
bility’. In this sentence, ‘transparent window’ is a property and
‘provide visibility’ is a function. In the technological aspect, the
property ‘transparent window’ is a method or a material to achieve
the function ‘provide visibility’, and conversely the function ‘pro-
vide visibility’ is a use or an objective that the property ‘transpar-
ent window’ provides. ICAM uses the identified properties and
functions as nodes and their co-occurrences in the same sentence
as links. Because co-occurrences do not have a direction, ICAM
organizes an undirected valued network and produces the appro-
priate data formats that can be used by external SNA tools, which
can identify technological implications of properties and functions
using analysis indicators of SNA such as degree, centrality and
density.
Fig. 6. Co-occurrence m
3.4.1. Property–function merging rule descriptor
Because many of the properties and function may be semanti-

cally identical, the property–function merging rule descriptor cat-
egorizes them into groups. The descriptor provides several
functions including creation of a new group, addition of a property
or a function to an existing group, and deletion of irrelevant prop-
erties and functions which were not filtered out by stopwords. In
this system, a file defining the groups and their elements is called
‘mapping rule base’. For network analysis, properties in a group can
be merged into a representative property; functions in a group can
be merged into a representative function. Instead of gathering de-
fined keywords or key phrases for text mining, this system uses
grammatical analysis to collect binary relations concerning innova-
tion concepts, then the relations into groups.

3.4.2. Invention property–function network generator
Using the mapping rule base, all binary relations are changed

into their representatives. Then a co-occurrence matrix for each
patent can be organized. The co-occurrence method is used
atrix of a patent.
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because the properties and functions that appear in the same sen-
tence are related to each other. Consider patent P: sentence A has a
set of binary relations <v, w, x, y>, sentence B has <v, w, z>, and sen-
tence C has <t, u, v, w>. Row headers and column headers are la-
beled as v, w, x, y, z, t and u, which are the representatives of
defined groups in the mapping rule base. The co-occurrence fre-
quency of v and w is 3, and that of other pairs is 0 or 1, so a co-
occurrence matrix for each patent can be defined (Fig. 6).

If identical nodes are merged, then identical links can be
merged automatically and the frequency of merged links is the
sum of frequencies of the identical links; for example, if t and v
co-occur in other patents three times, then in the merged co-occur-
rence matrix, t and v co-occur four times. Likewise, a co-occurrence
matrix for the whole patent set, which is called the Invention Prop-
erty–Function Network (IPFN), can be built by merging all patents’
co-occurrence matrices. Because several external SNA tools such as
NetMiner, UCINET and Pajek can be used to analyze an IPFN, the
IPFN generator has a function that outputs the appropriate data
formats for these tools.

3.4.3. Social network analyzer
Using the output files of the IPFN generator, SNA tools identifies

technological implications of properties and functions. Three anal-
ysis indicators are used: degree, centrality and density. The degree
of a node is defined as the number of links or the sum of values of
links incident to the node (Diestel, 2005); it shows the importance
of the node in a network. The centrality of a node can be used to
determine its relative importance, based on how well it connects
the network (Freeman, 1979). The density of a network indicates
how closely all nodes in the network are related, and indicates
the completeness of a network.

Applying the concepts of degree, centrality and density to the
IPFN, technological implications of properties and functions can
be directly formulated (Table 2). For example, if the degree of a
property is high, the property is very likely to be a method or a
material that can be used for various purposes or applications, or
to be a technological verified, cost-effective or dominant method
Table 2
Technological implications of properties and functions (Yoon et al., 2011).

Technological implications

Property

Degree High Dominant, cost-effective, useful, technologically verifie
Centrality High

betweenness
Methods or materials applicable to various purposes. M
used with other methods or materials

High Closeness Widely-used or leading methods or materials over a pro
verified key methods or materials

Density Large size;
high density

Highly coupled to other properties or functions. Freque
technologically verified methods or materials

Large size; low
density

Prospective methods or materials, but not yet dominan
verified

Table 3
An example of ‘reasons for jumps’ rule base of the surface segmentation trend (umbrella)

Evolution
stage

Binary relations (properties and functions related to trend jump)

Smooth Smooth surface, slick surface, soft surface, smoothen surface, soften
Ribbed Rib protrusions, easy grip, aerodynamic drag, reduce drag, improve tr

improve design, increase noise, deliberate weak-point, improve join,
3D

roughened
Aerodynamic controllability, self cleaning, identification marks, 3D s

Active Active surface, active pores, bio-active surface, enhanced pores, . . .
or material. Likewise, if the degree of a function is high, it has a
strong possibility of being a usually-required or necessary use or
objective in a given technology.
3.5. Evolution trend analysis module

ETAM provides evolutionary status of a technology as decisive
information for technology forecasting based on TRIZ trends. To
this end, a ‘reasons for jumps’ rule base which arranges the prop-
erties and functions according to TRIZ trends and trend phases is
first defined, and in turn specific TRIZ trends and trend phases
are detected by measuring semantic sentence similarity between
binary relations from patents and binary relations from the rule
base. After normalizing the identified trends and trend phases, this
module visualizes the evolution status of patents related to given
technology using evolutionary potential radar plots.
3.5.1. ‘Reasons for jumps’ rule descriptor
The ‘reasons for jumps’ rule descriptor supports defining a ‘rea-

sons for jumps’ rule base, a set of properties and functions in the
form of a binary relation which can determine the specific trends
and trend phases. They are expressed in the ‘adjective + noun’ or
‘verb + noun’ forms. The properties and functions in the rule base
can be categorized into two types: generic and domain-specific.

Generic properties and functions can be identified from the TRIZ
trends, which capture the specific sequences of the evolution of a
system. The trends are followed by a list of examples of the partic-
ular trend and a list of reasons distilled from other solutions to sug-
gest why the jumps might offer a benefit (Mann, 2002). Generic
properties and functions collectable from these TRIZ trends are,
for example, ‘smooth surface’, ‘easy grip’, ‘roughened surface’, ‘in-
crease noise’ and ‘active pores’. Domain-specific binary relations
can be identified using the training sets of randomly selected pat-
ents. Using repeated training to update the rule base can increase
its reliability. In this way, a ‘reasons for jumps’ rule base for the
surface segmentation trend can be defined (Table 3).
Function

d method or material Usually required or necessary uses or objectives
ethods or materials Uses or applications using various methods or materials.

Uses or objectives used with other uses or applications
duct. Technologically Widely-required or necessary uses over a product. Key

objectives of the patents related to a product
ntly used, dominant, Highly connected to other properties or functions.

Frequently used, dominant, technologically verified uses
or objectives

t and technologically Prospective uses or objectives, but not yet dominant

(Yoon & Kim, 2011).

surface, . . .

action, improve drainage, increase surface, increase space, aesthetic appearance,
improve coupling, . . .

urface, roughened surface, low-drag surface, high friction, . . .



Fig. 7. Defining a mapping base file.

Fig. 8. Identified nodes and links of the IPFN.
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3.5.2. TRIZ trend mapper
The TRIZ trend mapper aims at automatically identifying TRIZ

trends and trend phases of patents. Although the ‘reasons for
jumps’ rule bases may include various binary relations for determi-
nation of specific trends and trend phases, it cannot be extended to
include all possible binary relations. Therefore, the mapper auto-
matically identifies the specific TRIZ trends and trend phases by
measuring semantic sentence similarity between binary relations
in ‘reasons for jumps’ rule bases and binary relations extracted
from patents.

In general, processes of the semantic sentence similarity mea-
surement between two sentences follows five steps: (1) tokenizing
the sentences; (2) word stemming; (3) part-of-speech tagging; (4)
determining the most likely sense for every word in each sentence;
(5) computing the similarity of the sentences based on the similar-
ity between pairs of corresponding words. Resnik (1999) formu-
lated a measure of similarity between two concepts as follows:
Fig. 9. Visualization of the I
simðc1; c2Þ ¼
2 � depthðlcsðc1; c2ÞÞ

depthðc1Þ þ depthðc2Þ
;

where lcs is the lowest common subsumer of two concepts c1 and
c2, and depth is the distance from a concept node ci to the root of
a concept hierarchy. The similarity score of two concepts is
0 < sim(c1,c2) 6 1. The matching average (Simpson & Dao, 2005) to
compute similarity between two sentences is:

MatAvgðX;YÞ ¼ 2 �MatchðX;YÞ
jXj þ jYj ;

where j � j ¼ X or Y is the number of set tokens in the sentence, and
Match(X,Y) is the sum of similarity of the matching word tokens be-
tween sentences X and Y. The matching average score between two
sentences is 0 < Matavg(X,Y) 6 1. Using the WordNet semantic dic-
tionary (Miller, 1995) as the concept hierarchy, the measure for
similarity measurement between two words (Resnik, 1999), and
PFN (Yoon et al., 2011).



J. Yoon, K. Kim / Expert Systems with Applications 39 (2012) 2927–2938 2935
the matching average for similarity measurement between two sen-
tences, a .NET based semantic similarity checker has been imple-
mented as a C# library (Simpson & Dao, 2005). The mapper
employs the semantic similarity checker. If a property or a function
extracted from a patent is related to two or more phases of a trend,
the mapper chooses the more evolved one. The TRIZ trend mapper
also provides a similarity threshold: the mapper performs the trend
mapping increasingly tightly as the acceptable similarity confidence
score approaches 1. Many TRIZ trends can be identified using this
approach except numerical trends such as the ‘mono-bi-poly’
trends (similar, various and increasing differences), the ‘macro-to-
nano’ trend and the ‘decreasing density’ trend.

3.5.3. Evolutionary potential analyzer
The evolutionary potential analyzer uses evolutionary potential

radar plots to visualize the evolutionary status of patents. To this
Fig. 10. Closeness centralit
end, the analyzer normalizes each identified trend phase with re-
spect to the number of total trend phases in that trend. Next, the
analyzer identifies untapped evolution trends by comparing aver-
age trend phases and maximum trend phases of patents, and sug-
gests which trends the system should evolve to develop
discontinuous technologies. Because the visualization and sugges-
tion of the analyzer can be used as valuable input for technology
forecasting based on TRIZ trends, they can be incorporated in de-
sign processes and managerial decision making processes.
4. Case study with prototype system

Using the proposed system, two case studies are introduced.
The case of IPFN uses patents related to silicon-based thin film so-
lar cells and the case of ETA uses patents related to umbrellas.
y analysis of the IPFN.
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4.1. Case 1: silicon-based thin film solar cells

4.1.1. Data collection
Solar energy has become the most promising renewable energy

source because it is unlimited and non-polluting. A solar cell is a
device that exploits the photovoltaic effect to convert sunlight di-
rectly into electricity. Silicon-based thin film solar cells are among
the most advanced types of solar cells. Using a patent search query,
this research collected patents from USPTO; 50 patents were used
for analysis. Using PFMM, binary relations concerning properties
and functions were extracted, and binary relations that contain
the English stopwords were eliminated.
4.1.2. Organizing IPFN
To merge the co-occurrence matrices of all patents, first we de-

fined a mapping base file to recognize identical nodes by grouping
Table 4
The six TRIZ trends and trend phases.

TRIZ trend Trend phases (normalized phase)

Space
segmentation

Monolithic solid (0.20) ? hollow structure (0.40) ? structure wi
with active elements (1.00)

Surface
segmentation

Smooth surface (0.25) ? surface with rib protrusions (0.50) ? 3

Asymmetry Symmetrical system (0.33) ? partial asymmetry (0.67) ? match
Dynamization Immobile system (0.20) ? jointed system (0.40) ? fully flexible
Controllability Direct control action (0.25) ? action through intermediary (0.50
Human

involvement
Human (0.17) ? human + tool (0.33) ? human + powered tool (
(0.83) ? automated tool (1.00)

Table 5
Identified trends and trend phases (Yoon & Kim, 2011).

Patent no. Identified binary relations

2009476098 Hold umbrella(dobj), connected spring(partmod), move pole(dobj), po

pivot(rcmod), allow motion(dobj), rotary bearing(amod), outdoor tabl
2008155952 Cover relationship(dobj), open umbrella(partmod), wider area(amod),
2008157729 Ventilating umbrella(amod), provide umbrella(dobj), protects umbrel

canopy(amod), contain plurality(dobj), make garlands(partmod), synt
end(amod), hinged end(amod)

2007224570 Self-inflating shield(amod), particular umbrella(amod), inflatable enve

reaction(amod), produced reaction(rcmod), dissolve granulate(dobj), c

predetermined point(amod), trigger reaction(dobj), self-inflating ballo
2008155351 Connecting device(amod), designed device(partmod), pivoted part(am

hollow sleeve(amod), tubular sleeve(amod), sheathed sleev(partmod)

same line(amod), central bore(amod), use rivet(dobj), enhance streng
2009453398 Capable structure(amod), cool wind(amod), produce wind(dobj), hollo

ventilating member(amod), conduct member(dobj), inhale air(dobj), p
effect(dobj)

2008082994 Provide visibility(dobj), crossing individual(partmod), cross intersectio

gripping end(amod), enclosed light(partmod), transparent casing(amo

2008099457 Motorized fan(amod), drives fan(rcmod), drive rotation(dobj), leading

edge(admod), preceding blade(amod), vertical spacing(amod), create
slope(dobj), flows channel(rcmod), stale air(amod), hot air(amod), push

2008071077 Automatic umbrella(amod), longitudinal axis(amod), mirror sets(partm
distal ends(amod), respective rib(amod), mutual connection(amod), sh

ring(partmod), intermediate rings(amod), biased spring(partmod), aut
2006589427 Attached umbrella(amod), insert umbrella(dobj), pole assembly(amod

rotatable chuck(amod), separate tool(amod), portable told(amod), han
section(amod), anchoring section(amod), attached section(rcmod)

2007809236 Solar umbrella(amod), automatic device(amod), heat device(dobj), sol

device(dobj), malleable surfaces(amod), rechargeable batteries(amod)

waterproof switch(amod), 3-function switch(amod), additional metho

SPS: Space Segmenation, SUS: Surface Segmentation, ASY: Asymmetry, DYN: Dynamizat
the identified binary relations (Fig. 7). The property–function
merging rule descriptor can create new groups, add a property or
a function to existing groups, and delete irrelevant properties or
functions. Finally the binary relations are classified into 96 types
of nodes (properties and functions). Then the IPFN generator
merged the co-occurrence matrices of all patents into an IPFN,
and 156 links (co-occurrences) were identified from the IPFN
(Fig. 8). The generated IPFN can be analyzed using external SNA
tools, so the IPFN generator in this case study transformed the IPFN
into the data format appropriate to NetMiner and created a file.
4.1.3. Analysis of IPFN
NetMiner, an SNA tool, visualizes the IPFN and analyzes SNA

indicators such as degree, centrality and density. In this case study,
degree analysis and closeness centrality analysis are introduced.
First, the nodes with high degree could be identified; larger nodes
th multiple hollow (0.60) ? capiliary/porous structure (0.80) ? porous structure

D roughened surface (0.75) ? roughened surface + active pores (1.00)

ed asymmetry (1.00)
system (0.60) ? fluid or pneumatic system (0.80) ? field based system (1.00)
) ? addition of feedback (0.75) ? intelligent feedback (1.00)

0.50) ? human + semi automated tool (0.67) ? human + automated tool

TRIZ trends
(normalized phases)

le angle(amod), adjust angle(dobj), allows

e(amod), tilt umbrella(dobj)

DYN (0.6)

provide area(dobj), reduce weight(dobj) SPS (0.6)

la(rcmod), contain trunk(dobj), multi-layered

hetic leaves(amod), distal end(amod), middle

SPS (0.6)

lope(amod), flexible material(amod), chemical

itric acid(amod), applied pressure(partmod),

on(amod)

DYN (0.8)
CON (0.75)

od), lengthwise ribs(amod), transverse ribs(amod),

, symmetrical wings(rcmod), elongated wings(amod),

th(dobj)

SPS (0.4)
ASY (0.33)
DYN (0.6)

w rod(amod), circumferential portion(amod),
rovide wind(dobj), comfortable effect(amod), provide

SPS (0.4)

n(dobj), dark weather(mod), upper end(amod),

d), automotive vehicle(amod), avoid accidents(dobj)

SPS (0.4)
SUP (0.5)
HUI (0.67)

edge(amod), unshaped portion(amod), trailing

spacing(dobj), adjacent blades(amod), create
air(dobj), cooling breeze(amod), provide breeze(dobj)

SPS (0.4)
DYN (0.6)
HUI (0.50)

od), mirror images(dobj), equal numbers(amod),
orter links(amod), proximal ends(amod), fixed

omatic opening(amod), geometric relation(amod)

ASY (0.67)
HUI (0.67)

), cylindrical pole(amod), extending pole(patmod),

dheld tool(amod), rotate assembly(dobj), cutting

DYN (0.6)

ar panel(amod), momentary switch(amod), anchor

, electric motor(amod), tubular member(amod),

ds(amod)

SPS (0.4)
HUI (0.67)
CON (0.5)

ion, CON: Controllability, HUI: Human Involvement.
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indicate a higher degree. (Fig. 9). They include ‘form film’, ‘multi-
layers composition’, ‘anti-reflection film’, ‘p-i-n’ type layer’, ‘leach
impurity’, ‘multi-module device’ and ‘refractive layer’. These
high-ranked properties and functions are strongly related to the
dominant methods or objectives of silicon-based thin film solar
cells. The reason that the technology trends of thin film solar cells
moved from bulk type to thin film was the increase in the price of
silicon. Therefore, patents to reduce the use of silicon and increase
electricity conversion efficiency have been actively developed.
Actually, many patents have presented methods of forming thin
films such as n-layer, i-layer, p-layer, substrate and transparent
conductive oxide, methods of constructing multi-layered thin film
structure such as tandem cells and triple cells, and methods of
assembling solar cell modules. In this way, degree analysis identi-
fies key concepts related to a target technology.

Closeness of nodes can be visualized using concentric circles
(Fig. 10); nodes closest to the center have highest closeness cen-
trality. Properties and functions with high centrality in the IPFN
were ‘form film’, ‘microcrystalline film’ and ‘multi-layered compo-
sition’. Actually, these are the most dominant and necessary meth-
ods or objectives prerequisite to development of thin film solar
cells. Especially, many patents about microcrystalline silicon man-
ufacture have been suggested to overcome amorphous silicon’s
limitation that its photoconductivity can be reduced by prolonged
exposure to intense light. The high centrality of ‘refractivity layers’
and ‘anti-reflection film’ imply that light trapping is a widely-used
method in silicon-based thin film solar cells. In fact, they are
Fig. 11. Evolutionary potential radar
strongly related to improvement of electricity conversion effi-
ciency because they reduce reflection of incident rays and increase
the light path within light trapping layers.

4.2. Case 2: umbrellas

4.2.1. Data collection
To predict further improvements of a system, this case study

uses the patents of umbrella product family. About 4200 patents
categorized into the international patent category code ‘A45B’
and having the word ‘umbrella’ in their titles were collected from
USPTO. With respect to the six TRIZ trends (Table 4) including
space segmentation, surface segmentation and dynamization, a
‘reasons for jumps’ rule base was defined by referring to updated
TRIZ trends (Mann, 2002) and by conducting a training process that
updates the rule bases gathering the domain-specific binary rela-
tions from 20 randomly selected patents. To ensure that the rule
base was correct, this training process was repeated ten times.
Then 11 randomly selected patents were prepared for evolution
trend analysis of the umbrella product family.

4.2.2. Automated TRIZ trend identification
Properties and functions obtained from patents were related to

specific trends and trend phases by the TRIZ trend mapper
(Table 5). To this end, the mapper measured the semantic sentence
similarity between the binary relations obtained from patents and
the binary relations in the ‘reasons for jumps’ rule bases, then
plot (umbrella product family).
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related the properties and functions of patents to specific trends
and trend phases. For TRIZ trend mapping, the threshold value of
acceptable similarity score of the TRIZ trend mapper was set to
0.90. In patent 2007224570, ‘flexible material’ was directly related
to the ‘fully flexible system’ phase of the dynamization trend, and
‘self-inflating shield’ and ‘trigger reaction’ could be directly related
to the ‘addition of feedback’ phase of the controllability trend. Like-
wise, trends and trend phases of other patents could be identified.

4.2.3. Analysis of evolutionary potential
Using the identified evolution trends and trend phases, the evo-

lutionary potential analyzer depicts the normalized evolutionary
potential radar plots (Fig. 11). The average evolutionary potential
shows the overall evolutionary status of a product related to the
collected patents. If the average evolution phase of a trend is low
and the difference between average evolution phase and maxi-
mum evolution phase in the trend is zero, then the trend is an un-
tapped area (Mann, 2002; Verhaegen et al., 2009). In this case, the
normalized average evolution phase of the ‘surface segmentation’
trend is 0.50 and the difference between average potential and
maximum potential is zero, so this indicates the trend has room
for further improvements.

5. Conclusion and future research

As a vital component for technology development planning
and technology strategy formulation, technology intelligence
tools have been actively developed. Although many tools using
textual information of patents include automated processes of
technology analysis, at many point much effort of experts, who
may be expensive or unavailable, is consumed in gathering of
information for technology analysis. Fundamentally, these ex-
perts need to more concentrate on their knowledge activities
such as technology trend identification and technology forecast-
ing. To eliminate this dependency on experts, this paper pro-
posed TrendPerceptor, a property–function based technology
intelligence system that assists experts such as researchers, prac-
titioners and R&D policy makers (1) to identify trends in inven-
tion concepts from patents, and (2) to perform evolution trend
analysis of patents for technology forecasting. Properties and
functions show invention concepts of systems: properties are re-
lated to materials and methods of a system; functions are re-
lated to uses and objectives of a system. In the PFMM,
properties and functions are automatically extracted using gram-
matical analysis of textual information in patent documents.
ICAM assists experts to identify invention concepts of a technol-
ogy by providing a network composed of the extracted proper-
ties, functions and their co-occurrences. ETAM detects specific
TRIZ trends and trend phases of a technology, and depicts the
evolutionary potential as a normalized radar plot, which can
be used valuable input for technology forecasting based on TRIZ
trends.

Although this paper presented a system to help experts to iden-
tify technology trends in the aspect of invention concepts and evo-
lution trends, more work is required. First, to support analysis of
IPFN, the system used NetMiner, which is a commercial SNA tool,
as a network analyzer. To increase applicability and convenience
of the system, further work will develop an integrated system
using open source libraries such as Java Universal Network/Graph
Framework (JUNG, 2010). Second, the accuracy of TRIZ trend
identification in ETAM should improved. Currently the module
identifies most likely TRIZ trends and trend phases by referring
only to binary relations defined in ‘reasons for jumps’ rule bases.
In future work, a more reliable TRIZ trend identification module
should be developed that integrates semantic sentence similarity
measurement and classifiers based on machine learning, including
support vector machines and k-nearest neighbors.
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