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A  variant  of the  h-index,  named  the  stochastic  h-index,  is  proposed.  This  new  index  is
obtained  by  adding  to the  h-index  the  probability,  under  a specific  stochastic  model,  that
the h-index  will  increase  by  one  or more  within  a given  time  interval.  The  stochastic  h-index
thus extends  the  h-index  to the real  line  and has  a  direct  interpretation  as  the  distance  to
the next  higher  index  value.  We  show  how  the  stochastic  h-index  can  be evaluated  and
compare  it  with  other  variants  of  the h-index  which  purportedly  indicate  the  distance  to a
higher  h-index.

© 2011 Elsevier Ltd. All rights reserved.

1. Introduction

Hirsch (2005) introduced the so-called h-index to measure the impact of a researcher’s publications. A researcher has
an h-index of h0 if h0 of his or her papers are each cited at least h0 times and the remaining papers are each cited h0 or less
times. Since its proposal, the h-index has been intensively studied and various modifications have been suggested; for recent
reviews see, among others, Rousseau (2008), Alonso, Cabrerizo, Herrera-Viedma, and Herrera (2009) and Egghe (2010).

By definition, the h-index is an integer and hence has limited discriminative power to distinguish between researchers
whose career are at a similar stage. It also conveys no information about the ease with which a researcher could move from
an h-index of h0 to h0 + 1 (or larger) within a given time interval.

To overcome these issues, we propose in this paper the stochastic h-index hs. For a researcher with h-index h0, the
stochastic h-index hs is defined as hs = h0 + p  where p  is the probability that, based on current publications, the h-index of
the researcher increases to h0 + 1 or more within one time unit (typically a year). Thus, the stochastic index hs does not give
an indication what the researcher’s h-index would be at the end of the time unit. Rather, it adds to the h-index the chance,
p, that the researcher has an h-index of h0 + 1 or more at the end of the year, which can be used to differentiate researchers
by their (short term) potential as researchers in addition to the h-index’s ability to differentiate the long term potential of
researchers (Hirsch, 2007). Details of our proposal are given in Section 2, where we also show how hs can be determined
under the stochastic model used by Burrell (2007b).
Our proposal is by no means the first attempt to extend the h-index beyond integer values by adding a fractional
component that can be interpreted as measuring the distance to the next higher index value. Ruane and Tol (2008) pro-
posed the rational h-index hrat to give the h-index a finer structure. For a researcher with h-index h0 the rational h-index is
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rat = h0 + 1 − m/(2h0 + 1), where m is the minimum number of citations that the researcher needs to achieve an h-index of
0 + 1, i.e. if future citations happen according to the best-possible scenario for this researcher. The proposal is based on the
act that the worst-possible citation pattern for a researcher with h-index h0 is to have h0 papers, each cited h0 times and
ll remaining papers cited not at all. In this case, in the best possible scenario, 2h0 + 1 additional citations would lead to an
-index of h0 + 1. Thus, 2h0 + 1 is an upper bound for the minimum number of additional citations that a researcher needs to
ncrease her or his h-index by 1 and this motivates the denominator in the fraction used to define hrat.

An alternative approach is given by the real h-index hr proposed by Rousseau (2006).  To describe hr and to fix notation,
ssume a researcher has N publications in total and publication i has ni citations with n1 ≥ n2 ≥ · · · ≥ nN. Rousseau (2006)
roposed to connect the points (i, ni) by linear interpolation and to define hr as the point on the abscissa where this linear

nterpolant intersects the 45◦ line. More details on hr, and a discussion on how it relates to hrat, are given in Guns and
ousseau (2009) who show that for a researcher with h-index h0 the real h-index is

hr = (h0 + 1)nh0
− h0nh0+1

1 − nh0+1 + nh0

Finally, it should be noted that the rp and lp indices, 1≤ p ≤ ∞,  proposed by Gągolewski and Grzegorzewski (2009) are
ndices that may  have non-integer values. But, it is unclear how these indices relate to the h-index, except for the r∞-index

hich is equal to the h-index. And some variations of the h-index (see, among others, Alonso et al., 2009) also lead to indices
ith non-integer values. As most, if not all, of these indices are not constructed to encode in their fractional part the distance

o the next higher h-index value we will not discuss them further.
In Section 2 we define the stochastic h-index hs. From the definition it will be clear that it can be interpreted as a distance

o the next higher h-index. Section 3 illustrates how the stochastic h-index hs can easily be evaluated on publications and
itations data that is readily available, and compares this index with the rational h-index hrat and the real h-index hr on
eal and fictitious citation data. While the latter two indices also extend the h-index beyond integer values, we  show that
ome issues arise with their interpretation if one attempts to interpret them as distance to the next higher h-index. Some
oncluding comments are offered in Section 4.

. The stochastic h-index

In order to define the stochastic h-index, we first have to choose a stochastic model for the publication/citation process.
n this paper, our choice is to use the stochastic model considered by Burrell (2007b) which is a well established informetric

ay of modelling the publication/citation process. In fact, we do not need the full model considered by Burrell (2007b) but
hall only assume the following.

Assumptions (Stochastic model): Any particular publication i acquires citations according to a Poisson process of rate �i and
he Poisson processes are independent of each other. Here, �i denotes the mean citations per unit time following publication,
alled the citation rate.

This is essentially assumption 2 of the stochastic model used by Burrell (2007b) except for the independence assumption.
owever, although not explicitly stated it is clear from the calculations in Burrell (2007b) that he also assumes that the
itation processes are independent of each other. It should be acknowledged that the assumption of a constant citation
ate for each paper is rather strong. Many of the points that are raised in Section 4 (concluding remarks) of Burrell (2007b)
aturally apply to our model too. Thus, while our stochastic model might be a bit simplistic, the assumption of constant
itation rates allows us to define and to evaluate the stochastic index hs (see Sections 2.1 and 3.1)  based on cumulative
itation counts only. We  are now ready to define the stochastic h-index hs.

Definition of hs: Consider a researcher with h-index h0. The stochastic h-index of this researcher is defined as h0 + p, where
 is the probability that, based on current publications, the h-index of the researcher increases to h0 + 1 or more within one
ime unit (typically a year).

In practice, it will be easier in most cases to calculate the stochastic h-index hs as h0 + 1 − q  where q  is the probability
hat, based on current publications, the h-index of the researcher is still h0 after one time unit. To show how this probability
an be calculated, we need to introduce some further notation.

For a researcher with h-index h0, let L0 denote the number of papers with h0 + 1 or more citations and let L1 =
L0 + 1, . . . , N} denote the set of indices for the papers with at most h0 citations. Finally, set K = h0 − L0. Observe that, based
n the current N publications, the h-index of the researcher will increase to h0 + 1 or more if and only if the number of
ublications, with index in L1, that acquire a citation count of h0 + 1 or more is at least K + 1. Thus, the stochastic h-index hs

an be calculated as

h = h + p  = h + 1 − q  = h + 1 −
K∑
q
s 0 0 0

i=0

i

here qi is the probability that exactly i publications, with index in L1, acquire a citation count of at least h0 + 1 within the
ext time unit.
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To determine the qi note that under our stochastic model the distribution of the number of citations Mi of publication i
during the next time unit follows a Poisson distribution with parameter �i, and that these citation counts are independent
of each other. Thus, for i ∈ L1, let mi = h0 − ni denote the number of additional citations that publication i needs to reach a
citation count of h0, and let pi = P(Mi > mi) denote the probability that this citation count is exceeded within the next time
unit. Finally, set qi = 1 − pi = P(Mi ≤ mi). Then

q0 =
N∏

i=L0+1

qi =
∏
i∈L1

qi

q1 =
N∑

i=L0+1

⎛
⎜⎜⎜⎝pi

∏

j ∈ L1
j /=  i

qj

⎞
⎟⎟⎟⎠

q2 =
N−1∑

i=L0+1

N∑
j=i+1

⎛
⎜⎜⎜⎝pipj

∏

k ∈ L1
k  /=  i,k /=  j

qk

⎞
⎟⎟⎟⎠

q3 =
N−2∑

i=L0+1

N−1∑
j=i+1

N∑
k=j+1

⎛
⎜⎜⎜⎝pipjpk

∏

l ∈ L1
l  /=  i,l /=  j,l /=  k

ql

⎞
⎟⎟⎟⎠

and so forth.

2.1. Evaluating the stochastic h-index

To evaluate the stochastic h-index hs, we only need an estimate for the citation rate of each paper in the set L1. From this
we can obtain estimated probabilities p̂i and q̂i, then estimates for the qi’s and, finally, for q. If t0i denotes the year in which
publication i was published and tc the year for which the stochastic h-index should be calculated (2010 in the following),
then we propose to estimate �i by the observed citation rate �̂i = ni/(tc − t0i + 1).

While, under the assumption of a constant citation rate, it is intuitively appealing to use the observed citation rate of
each paper as an estimate for its citation rate, an obvious problem is that papers are published throughout the year. Hence,
tc − t0i + 1 is presumably in most cases an overestimate for the number of time units in which publication i could acquire
citations; hence �̂i will typically underestimate the citation rate �i, especially for relatively recent publications. We  will
return to this point during one of the examples discussed in the next section. On the other hand, we agree with a point made
by one of the reviewers that for older papers that might no longer be cited, or with a lower frequency than in the early years
after their publication, the observed citation rate might be an overestimate of the actual citation rate.

Another issue that needs to be addressed when using the observed citation rates is how publications with a citation count
of ni = 0 should be handled. Clearly an estimate of �̂i = 0 is undesirable as it would imply that publication i will have with
probability one a citation count of zero during the next time unit. One way of defining �̂i when ni = 0 would be to use the
results of Burrell (2002) to construct an appropriate estimator.

Alternatively, one could use a standard result from probability theory (see, among others, Casella & Berger, 2002;
Mukhopadhyay, 2006) on how to update an estimate for the success probability in a sequence of Bernoulli trials, i.e. exper-
iments in which the only possible outcomes are “Success” and “Failure”, as the results of these trials become known one by
one. Initially, if we assume that any value between zero and one is equally likely to be the success probability, we would
estimate before the first trial the success probability to be 1/2. If the first trial results in a success, then we would update our
estimate for the success probability from 1/2 to 2/3 and to 1/3, otherwise. Assume that the first trial resulted in a success,
then if the second trial results in a success we would update our estimate for the success probability from 2/3 to 3/4 and to
2/4 = 1/2, otherwise. Likewise, if the first trial resulted in a failure, then if the second trial results in a success, we  would update
our estimate for the success probability from 1/3 to 2/4 = 1/2 and to 1/4, otherwise. In general, after k trials we would estimate
our success probability to be (number of observed successes + 1)/(k + 2). In particular, if all the trials resulted in a success, then
our estimate for the success probability would be (k + 1)/(k + 2). We propose to use this result to calibrate the citation rate for
a paper that has not been cited yet. That is, if we  regard whether or not a paper is cited in any give time unit as a Bernoulli
trial with, somewhat awkwardly, the outcome of acquiring no citations being viewed as “Success” in terms of the previous

discussion, then if ni = 0 after k = tc − t0i + 1 time units, we  use as estimated citation rate �̂i = − log((tc − t0i + 2)/(tc − t0i + 3))
so that the probability of this paper acquiring no citations in the next time interval is P(Mi = 0) = (tc − t0i + 2)/(tc − t0i + 3).

As a reviewer pointed out, it is natural to require that a publication with ni = 1 always has a higher estimated citation
rate than a publication with ni = 0 (when both publications appeared in the same year). With our choice for the estimated
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itation rates of papers with no citations, this desirable property is indeed guaranteed. Note that the (natural) logarithm is
 concave function and, hence, x ≥ log (1 + x) for all x > − 1. In fact, equality holds only for x = 0 and for all other x > − 1 strict
nequality holds. Thus it follows that

− log
(

tc − t0i + 2
tc − t0i + 3

)
= log

(
tc − t0i + 3
tc − t0i + 2

)
= log

(
1 + 1

tc − t0i + 2

)
<

1
tc − t0i + 2

<
1

tc − t0i + 1
,

here the quantity on the left would be the estimated citation rate of the paper if ni = 0, and the quantity on the right would
e the estimated citation rate if ni = 1. In the examples used in the following section, see Tables A.1–A.4,  this property can
lso be observed.

. Case studies and discussion

In this section we shall first illustrate how the variants of the h-index considered here, hrat, hr and hs, can be evaluated
n readily available publications and citations data and then discuss some properties of these indices. The data used in this
ection were collected from the Scopus data base (http://www.scopus.com)  and are the publications and citations data of
ome early- to mid-career statisticians who are working, or have worked, at one of the Australian Go8 universities.1 In each
ase we restricted ourself to data to the end of 2010.

.1. Evaluating the indices

The data for our first example, researcher A, are given in Table A.1.  In this example the various indices considered here
re easy to calculate. The h-index at the end of 2010 of this researcher is 10. In the best case scenario, one additional citation,
amely a further citation of publication 11, will result in an h-index of 11. Hence, the rational h-index hrat of this researcher

s hrat = 11 − 1/21 ≈ 10.952. The real h-index hr is hr = 10.5. Finally, in this case L0 = 10, K = 0 and thus the stochastic h-index hs

s hs = 11 − q0. Given the estimated citation rates for the various papers this evaluates to hs ≈ 10.828. At the time of writing,
his researcher still has an h-index of 10.

For researcher B, whose data are given in Table A.2,  the calculations are slightly more involved. In this case the h-index
f the researcher at the end of 2010 is 6, L0 = 5 and, hence, K = 1. Thus, the stochastic h-index hs of this researcher is hs =

 − q0 − q1. In this case, q0 and q1 are estimated to be 0.005576 and 0.07085, respectively. This leads to a stochastic h-index
f hs ≈ 6.924. Note that this researcher would need, in the best case scenario, two  additional citations to reach an h-index
f 7. Thus the rational h-index is hrat = 7 − 2/13 ≈ 6.846 and the real h-index is hr = 6. At the time of writing, this researcher
as an h-index of 8.

In most cases K will be either zero or one, but occasionally larger values are encountered. An example is researcher C,
hose data are given in Table A.3. For this researcher the h-index is 11 at the end of 2010, L0 = 8 and, hence, K = 3. Thus, the

tochastic h-index hs of this researcher is hs = 12 − q0 − q1 − q2 − q3. For this researcher, q0, q1, q2 and q3 are estimated to
e, respectively, 0.00245, 0.0463, 0.2725 and 0.4921, leading to a stochastic h-index of hs ≈ 11.187. Note that this researcher
ould need, in the best case scenario, eight additional citations to reach an h-index of 12. Thus the rational h-index is

rat = 12 − 8/23 ≈ 11.652 and the real h-index is hr = 11. At the time of writing, this researcher has an h-index of 11.
Our final example illustrates the problem of getting good estimates for the citation rates �i of papers that have only

ecently been published. For researcher D, whose data are given in Table A.4, the h-index at the end of 2010 is 11. Here L0 = 11
nd K = 0, thus the stochastic h-index hs of this researcher is hs = 12 − q0 ≈ 11.796. Note that this researcher needs, in the
est case scenario, only one more citation to achieve an h-index of 12. Hence the rational h-index is hrat = 12 − 1/23 ≈ 11.957.
inally, the real h-index for this researcher is hr = 11.8. At the time of writing, this researcher has an h-index of 13. Looking
t the current citation counts in more detail, one notices that publication 12 from 2003 has now 13 citations, which might
ot be surprising. The other citation that jumped to 13 citations, and pushed the h-index to 13, is publication 17 from 2009;
iven its estimated citation rate of 2.5 publications per year it is somewhat surprising that this publication acquired 8
itations in half a year. However, looking more closely at the citation pattern it becomes apparent that this publication was
ublished sometime in 2009 and received no citation in that year and all 5 citations were acquired in 2010. Thus, it is clear
hat �̂17 = 2.5 seriously underestimates the citation rate of this paper which in turn depresses the stochastic h-index hs.
his example demonstrates that there is some argument to change the denominator in the definition of �̂i to tc − t0i + 0.5 or
ax (tc − t0i, 1), but ultimately one will always have problems to obtain reliable and good estimates for the citation rate �i

f a recently published paper due to the limited amount of data available.

.2. Observations on the indices
Given the examples in Section 3.1,  some comments are warranted on whether the various variants of the h-index
onsidered in this paper do have an interpretation as measuring the distance to the next index value.

1 The Group of Eight (Go8) is a coalition of Australian universities. More details are available at http://www.go8.edu.au/.

http://www.scopus.com
http://www.go8.edu.au/
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First, note that by its definition, the rational h-index hrat is still essentially discrete. For researchers with an h-index of h0, it
can be viewed as adding 2h0 sub-categories to allow further discrimination between these researchers, but its discriminatory
powers are still limited, especially for small values of h0. This lack of discriminatory power can be illustrated by considering
some fictitious examples. Assume researcher E has h0 publications with a citation count of h0 + 1 or more, one publication
with citation count of h0 and all other publications have a publication count of zero. Contrast this with researcher F, who
has h0 publications with a citation count of h0 + 1 or more, and all other publications have a citation count of h0. Both these
researchers will have an h-index of h0 and a rational h-index of hrat = h0 + 1 − 1/(2h0 + 1) as they need only one more citation
to reach an h-index of h0 + 1. However, researcher E needs that one particular publication (the one with publication count
h0) acquires this additional citation, while in researcher F case the additional citation necessary to reach an h-index of h0 + 1
could be acquired by any of his publications with a citation count of h0. The rational h-index hrat is not able to distinguish
between these two researchers while the stochastic h-index hs would be larger for researcher F (if for both researchers the
publications with h0 citations or less were published in the same time span).

Secondly, the rational h-index hrat is based on future citations being acquired according to a best-case scenario for reaching
the next higher index value, and in that sense it does measure the distance to the next index value. However, in practice a
citation pattern according to this best-case scenario will most likely not eventuate and, thus, the rational h-index hrat gives
an over optimistic indication of the researcher’s chance to reach the next index value. This is illustrated by the example of
researcher C in Section 3.1 whose rational h-index hr ≈ 11.652 seems to paint an over optimistic picture.

Thirdly, we would argue that the real h-index hr cannot be interpreted as measuring the distance to the next higher
index value. As noted by Guns and Rousseau (2009),  for a researcher with h-index h0 and nh0

= h0 the real h-index is hr = h0.
This is illustrated by the example of researcher B in Section 3.1 where the real h-index fails to indicate the ease with which
this researcher was able to acquire a higher h-index, while hrat and hs give more realistic judgements of the researcher’s
proximity to higher h-index values.

What information does the real h-index hr encode? Assume a researcher has an h-index of h0, and write nh0
= h0 + me

(0 ≤ me) and nh0+1 = h0 − md + 1 (1 ≤ md ≤ h0 + 1). Then the real h-index of this researcher is

hr = (h0 + 1)nh0
− h0nh0+1

1 − nh0+1 + nh0

= h0 + me

me + md
(1)

Thus, it is clear that if me = 0 then hr = h0, no matter what the value of md is. Furthermore, depending on me being larger,
smaller or equal to md the real h-index hr is, respectively, larger, smaller or equal to h0 + 0.5. In particular, hr = h0 + 0.5 as long
as me = md. However, it is arguable that as me = md increases, the researcher would be further away from the next higher
h-index value. Both other indices considered here do recognise this situation. If me = md ≥ 1, then the rational h-index is
hrat = h0 + 1 − md/(2h0 + 1) which decreases as md increases. Note that in this situation we  have, necessarily, L0 = h0, K = 0 and
the stochastic index would be hs = h0 + 1 − q0. Now, holding all other data constant, as md increases mh0+1 = h0 − nh0+1 =
md − 1 increases too and, hence ph0+1 would decrease, and qh0+1 and q0 would increase, leading to a decrease in hs.

As another extreme example, take a researcher who has h0 − 1 publications with M or more citations, one publication
with M citations, and all his other publications have zero citations. If M ≥ h0, then the h-index of this researcher is h0 and the
real h-index is hr = h0 + (M − h0)/(M + 1), since me = M − h0 and md = h0 + 1. Note that, if the citation pattern of this researchers
continues, i.e. his top-ranked h0 papers acquire further citations and all his other publications do not acquire any citations,
then M will increase and so will his real h-index hr. In fact, with increasing M the real h-index hr can get arbitrarily close
to h0 + 1, even though the researcher is “far away” from reaching an h-index of h0 + 1. The rational h-index hrat in this
situation would be stuck on hrat = h0 + 1 − (h0 + 1)/(2h0 + 1) = h0 + h0/(2h0 + 1), which does not depend on M and is slightly
less than h0 + 0.5 as soon as h0 is moderately large. Thus, the rational h-index hrat gives a realistic, albeit perhaps optimistic,
judgement on the distance of the researcher’s h index to h0 + 1. Given the numeric examples in Tables A.1–A.4,  it is clear
that for publications with a citation count of zero, and from quite modest value of h0 onwards, the probabilities pi and qi
that flow into the calculation of the stochastic h-index hs are, for all practical purposes, zero and one, respectively. Hence, in
this example the stochastic h-index hs would be h0; at most with a very small probability added. The stochastic h-index hs

correctly recognises that if the citation pattern of this researcher continues, then the researcher has very little chance to
reach an h-index of h0 + 1, or, in other words, that the researcher is far away from an h-index of h0 + 1.

It is also clear from Eq. (1) that as long as citation counts are integers or rationals (e.g. fractional counts that take the
number of co-authors into account), the real h-index hr is a rational number and does not extend the h-index to the real line.
However, the real h-index hr adds many more sub-categories, and hence a finer structure, to the h-index than the rational
h-index hrat. However, for a researcher with h-index h0, this finer structure is not used to measure her or his distance to
an index value of h0 + 1. Rather, the real h-index encodes the relationship between the number of excess citations me of the
publication with rank h0 and the number of citations md missing from the publication with rank h0 + 1 to get this publication
to a citation count of h0 + 1.

Finally, from the examples and discussion above, it is clear that the rational h-index hrat summarises in its fractional

part some information about the h0 + 1 most cited papers of the researchers, namely how many citations some of these
publications have to acquire additionally to lift the researcher’s h-index from h0 to h0 + 1. As just shown, the real h-index
hr encodes in its fractional part some information about the number of citations that the publications ranked h0 and h0 + 1
have acquired. Thus, the additional information about the publications/citations distribution that is made available by these
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ig. 1. Development of the stochastic h-index hs over 2010 for the four researchers considered in Section 3.1. The graph shows the stochastic h-index of
ach  researcher at the end of each month.

ndices is somewhat limited. By way of contrast, the stochastic h-index hs encodes in its fractional part information about the
ail behaviour of the publications/citations distribution of the researcher. Specifically, it encodes information on the N − L0
ublications that all have a citation count of h0 or less by calculating, under a certain stochastic model, the probability that
ore than K = h0 − L0 of these publications acquire a citation count of h0 + 1 within the next time unit.

.3. Evaluating for fractional time units

Our assumption that any particular publication i acquires citations according to a Poisson process of rate �i implies that
he number of new citations within a future time unit is Poisson distributed with parameter �i. It also implies that the
umber of new citations in c future time units, where c might be a fraction, is Poisson distributed with parameter c�i. Thus,

t is possible to calculate how the stochastic h-index hs develops over time. The calculations are exactly the same as those
escribed in Section 3.1 and laid out in Tables A.1–A.4 except that c�̂i is used to calculate p̂i and q̂i. Fig. 1 shows the result if
he stochastic h-index hs is calculated for the end of each month in 2010 for the four researchers considered in Section 3.1.
lternative approaches for looking at short term changes in the h-index are discussed in Rousseau and Ye (2008) and Burrell

2009); the long term development of the h index is discussed in Hirsch (2005) and Burrell (2007a, 2007b).

. Concluding remarks

This paper proposes the stochastic h-index hs, which truly extends the h-index to the real line, and we demonstrated how
his index can easily be calculated in practice. Variations of this index are possible and subject of further research.

For example, as defined in this paper, the stochastic h-index hs only takes current publications into account. One could
se the model for the publications process of Burrell (2007b) to forecast the number of publications during the next time
nit and include these in the calculation of the index. Though, given the results in Tables A.1–A.4 it is unlikely that such
ecent publications would materially influence the stochastic h-index hs.

Other possible extensions of this index are to relax the assumptions of the stochastic model under which it is defined. That
s to either remove the assumption that the citation counts are independent of each other or the assumption that the citation
ate of each paper is constant, or both. Relaxation of these assumptions would be possible, and are under investigation, but
hen the calculations of the stochastic h-index hs would become more complicated, requiring more detailed observations
n the citation counts for each paper. For example, to relax the assumption of constant citation rates, arguably the strongest
ssumption of the stochastic model used here, one could use the citation counts of a paper for each year after its publication
nd some forecasting technique, e.g. exponential smoothing (see, among others, Hyndman, Koehler, Ord, & Snyder, 2008),
o predict its citation count/rate for the following year.

By definition, the stochastic h-index hs has an interpretation of how far a researcher’s h-index is away from the next
igher value under a specific stochastic model. It would be of interest to see if the idea behind the stochastic h-index can be
xtended to other indices such as the g-index Egghe (2006a, 2006b) or the w-index Woeginger (2008).
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ppendix A.

This appendix shows the data used in Section 2 to illustrate the stochastic h-index hs on readily available publications
nd citations data. The data were collected from the Scopus data base (http://www.scopus.com)  and are the publications

http://www.scopus.com
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Table A.1
Publications and citations pattern for researcher A: i denotes the rank of each publication, t0i its year of publication, ni the number of citations until the
end  of 2010, �̂i the (estimated) rate of citation per year, mi the maximum number of additional citations allowed to stay at a citation count of h0 or less, p̂i

is the (estimated) probability that the citation count for the next time unit exceeds mi , and q̂i = 1 − p̂i . The emphasised line defines the h-index h0 for this
researcher.

i t0i ni �̂i mi p̂i q̂i i t0i ni �̂i mi p̂i q̂i

1 2004 770 110.000 17 1999 5 0.417 5 0.000 1.000
2 2000  124 11.273 18 1996 4 0.267 6 0.000 1.000
3  2000 110 10.000 19 2006 3 0.600 7 0.000 1.000
4  2001 55 5.500 20 2005 3 0.500 7 0.000 1.000
5  2005 39 6.500 21 2002 3 0.333 7 0.000 1.000
6 1997  36 2.571 22 1999 3 0.250 7 0.000 1.000
7 2004  34 4.857 23 1997 3 0.214 7 0.000 1.000
8  1997 17 1.214 24 2008 2 0.667 8 0.000 1.000
9  1997 13 0.929 25 2004 2 0.286 8 0.000 1.000

10 1996 11 0.733 26 2009 1 0.500 9 0.000 1.000
11  1998 10 0.769 0 0.537 0.463 27 2007 1 0.250 9 0.000 1.000
12  2005 9 1.500 1 0.442 0.558 28 2004 1 0.143 9 0.000 1.000
13  1997 9 0.643 1 0.136 0.864 29 2010 0 0.405 10 0.000 1.000
14  1999 8 0.667 2 0.030 0.970 30 2007 0 0.182 10 0.000 1.000
15 2008 7 2.333 3 0.207 0.793 31 2000 0 0.080 10 0.000 1.000
16  1999 6 0.500 4 0.000 1.000

Table A.2
Publications and citations pattern for researcher B, see Table A.1 for an explanation of the columns.

i t0i ni �̂i mi p̂i q̂i i t0i ni �̂i mi p̂i q̂i

1 2004 41 5.857 13 2006 4 0.800 2 0.047 0.953
2  2002 25 2.778 14 2008 3 1.000 3 0.019 0.981
3 2004  16 2.286 15 2006 3 0.600 3 0.003 0.997
4  2008 12 4.000 16 2009 2 1.000 4 0.004 0.996
5  2006 10 2.000 17 2007 2 0.500 4 0.000 1.000
6 2008 6 2.000  0 0.865 0.135 18 2009 1 0.500 5 0.000 1.000
7  2007 6 1.500 0 0.777 0.223 19 2007 1 0.250 5 0.000 1.000
8 2006  6 1.200 0 0.699 0.301 20 2010 0 0.405 6 0.000 1.000
9  2008 4 1.333 2 0.151 0.849 21 2010 0 0.405 6 0.000 1.000

10  2007 4 1.000 2 0.080 0.920 22 2010 0 0.405 6 0.000 1.000
11  2007 4 1.000 2 0.080 0.920 23 2009 0 0.288 6 0.000 1.000
12  2007 4 1.000 2 0.080 0.920

Table A.3
Publications and citations pattern for researcher C, see Table A.1 for an explanation of the columns.

i t0i ni �̂i mi p̂i q̂i i t0i ni �̂i mi p̂i q̂i

1 2004 42 6.000 22 2006 3 0.600 8 0.000 1.000
2  1999 20 1.667 23 2005 3 0.500 8 0.000 1.000
3  2000 19 1.727 24 2010 2 2.000 9 0.000 1.000
4  2007 15 3.750 25 2008 2 0.667 9 0.000 1.000
5  2005 14 2.333 26 2007 2 0.500 9 0.000 1.000
6  2005 13 2.167 27 2006 2 0.400 9 0.000 1.000
7  2006 12 2.400 28 2009 1 0.500 10 0.000 1.000
8  2004 12 1.714 29 2008 1 0.333 10 0.000 1.000
9  2006 11 2.200 0 0.889 0.111 30 2007 1 0.250 10 0.000 1.000

10 2006  11 2.200 0 0.889 0.111 31 2005 1 0.167 10 0.000 1.000
11  2002 11 1.222 0 0.705 0.295 32 2005 1 0.167 10 0.000 1.000
12  2009 7 3.500 4 0.275 0.725 33 2010 0 0.405 11 0.000 1.000
13  2007 7 1.750 4 0.033 0.967 34 2010 0 0.405 11 0.000 1.000
14  2006 7 1.400 4 0.014 0.986 35 2009 0 0.288 11 0.000 1.000
15 2004  7 1.000 4 0.004 0.996 36 2008 0 0.223 11 0.000 1.000
16  2006 6 1.200 5 0.002 0.998 37 2007 0 0.182 11 0.000 1.000
17  2001 6 0.600 5 0.000 1.000 38 2007 0 0.182 11 0.000 1.000
18  2000 6 0.545 5 0.000 1.000 39 2006 0 0.154 11 0.000 1.000
19  1997 6 0.429 5 0.000 1.000 40 2006 0 0.154 11 0.000 1.000
20 2009  5 2.500 6 0.014 0.986 41 2005 0 0.134 11 0.000 1.000
21  2003 4 0.500 7 0.000 1.000 42 2004 0 0.118 11 0.000 1.000
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Table A.4
Publications and citations pattern for researcher D, see Table A.1 for an explanation of the columns.

i t0i ni �̂i mi p̂i q̂i i t0i ni �̂i mi p̂i q̂i

1 2006 248 49.600 13 2003 9 1.125 2 0.105 0.895
2  2005 122 20.333 14 2006 8 1.600 3 0.079 0.921
3  2002 97 10.778 15 1997 8 0.571 3 0.003 0.997
4 2005 88 14.667 16 2004 7 1.000 4 0.004 0.996
5 2003 52  6.500 17 2009 5 2.500 6 0.014 0.986
6 2000  37 3.364 18 2008 4 1.333 7 0.000 1.000
7  2005 34 5.667 19 2007 3 0.750 8 0.000 1.000
8  2004 29 4.143 20 2008 2 0.667 9 0.000 1.000
9  2005 22 3.667 21 2007 1 0.250 10 0.000 1.000

a
u

R

A

B
B
B
B

C
E
E
E
G

G
H

H

H

M
R
R

R

R

W

10  2007 21 5.250 22 2010 0 0.405 11 0.000 1.000
11  2004 15 2.143 23 2008 0 0.223 11 0.000 1.000
12  2003 11 1.375 0 0.747 0.253 24 2007 0 0.182 11 0.000 1.000

nd citations data of some early- to mid-career statisticians who  are working, or have worked, at one of the Australian Go8
niversities. In each case we restricted ourself to data to the end of 2010 (Tables A.1–A.4).
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