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a b s t r a c t

Malicious software (malware) is a computer program designed to create harmful and undesirable effects.
It considered as one of the many dangerous threats for Internet users. Rootkit, botnet, worm, spyware
and Trojan horse are the most common types of malware. Most malware studies aim to investigate novel
approaches of preventing, detecting and responding to malware threats. However, despite the many
articles published to support the research activities, there is still no trace of any bibliometric report that
demonstrates the research trends. This paper aims to fill in that gap by presenting a comprehensive
evaluation of malware research practices. It begins by looking at a pool of over 4000 articles that are
published between 2005 and 2015 in the ISI Web of Science database. Using bibliometric analysis, this
paper discusses the research activities done in both North America, Asia and other continents. This paper
performed a detailed analysis by looking at the number of articles published, citations, research area,
keywords, institutions, terms, and authors. A summary of the research activities continues by listing the
terms into a classification of malware detection system which underlines the important area of malware
research. From the analysis, it was concluded that there are several significant impacts of research ac-
tivities in Asia, in comparison to other continents. In particular, this paper discusses the number of
papers published by Asian countries such as China, Korea, India, Singapore and Malaysia in relation to the
Middle East and North America.

& 2016 Elsevier Ltd. All rights reserved.
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Table 1
Distribution of malware research based
on 7 continents.

Geographical areas Publications (%)

North America 34.7
Asia 30.6
Europe 26.5
Middle East 3.7
Australia 3.3
South America 1.0
Africa 1.0
1. Introduction

Malware is a malicious software which threatens Internet
users. Rootkit, botnet, worm, spyware and Trojan horse are the
most common types of malware that capable of causing harm to
the network and operating systems (Feizollah et al., 2015; Rieck
et al., 2008). Unscrupulous authors design malware with specific
goals and functions. When activated, malware spreads through the
Internet and causes defects to operating systems. Malware uses
vulnerabilities in computer applications and operating systems to
exploit data through malicious code. It also uses social engineering
to attract users into running the malicious code with useful tools
and applications. The aforementioned activities cause computer,
mobile device, network performance, and stability problems. To
combat this problem, security researchers have designed anti-
malware and antivirus applications which are used to detect
malware. This is done by monitoring the computer activities via
specific algorithms and pre-defined signatures or patterns. There
are many types of malware that are currently available on the
Internet. Verizon reported that around 170 million of malware
events occur across organizations, with the frequency of five
malware occurring every one (1) second (Verizon, 2015). Panda-
Labs was said to have managed to neutralize 75 million new
malware in 2014, double the record in 2013 (Lopez, 2015) while
Symantec identified more than 317 million new pieces of malware
that are created in 2014, a figure suggesting that nearly one
(1) million new threats are released every day (Symantec, 2015).

Although there are existing approaches such as firewall, anti-
viruses and Intrusion Detection Systems (IDSs) to overcome mal-
ware attacks, the noticeable spikes of the aforementioned mal-
ware statistic still require novel approaches to detect malware.
With the availability of new technologies, malware authors are
able to use novel approaches to hide detection. This has led to the
many studies which are conducted to explore the malware do-
main. The study of malware is a domain of investigating and
analyzing malware characteristics in order to propose a new ap-
proach to aid prevention, detection and response to malware. For
example, studies such as (Tang et al., 2014) and (Sahs and Khan,
2012) applied machine learning approaches to detect malware but
another (Nadeem and Howarth, 2014) applied adaptive response
as an approach to halt attacks, mitigate damages and prevent at-
tacks in a mobile ad hoc network (MANET). The aforementioned
examples demonstrate that the research activities conducted in
this domain are significant. Nonetheless, despite so many articles
being published to support the research activities, there is still no
trace of any bibliometric article that reports on the research im-
pacts and trends of such investigations.

Bibliometric is the statistical analysis which analyzes biblio-
metric characteristics and data such as citations, publications, and
research outputs. It allows researchers to understand the struc-
ture, characteristics, and patterns of research activities. The ana-
lysis process synthesizes the research activities into a realistic
trend of a research domain as it involves literature studies of sci-
entific activities in different contexts such as publications, authors,
institutions, citations, and countries. It is a method that reports on
the comprehensive evaluation of the expansion of research fields
(Dehdarirad et al., 2015; Wu et al., 2015). Such a method, for ex-
ample, was used by (Olijnyk, 2015) and (Zainab and Anuar, 2009)
to measure the intellectual profile and evolution in computer
science and information security. There are many benefits of bib-
liography studies. They are (a) authors are able to demonstrate the
significance of their research and publication, (b) institutions are
able to evaluate the publication performance and measure the
impact quality, (c) researchers are able to predict future research
and significant impact on any particular domains, and
(d) researchers are able to evaluate the growing body of
knowledge.

In order to demonstrate the growth of the malware domain,
this paper aims to conduct an investigation of the domain by
presenting a comprehensive evaluation of malware research
practices published in the Web of Science from 2005 to 2015. The
approach involves the appraisal of malware research, publication
patterns, research topics, and assessment on malware. In order to
address this study, we formulated the following research ques-
tions: (a) what is the trend of publications in malware study in the
Asian context; and (b) how does this trend help to identify the
future direction of malware study?

Using “malware” as the main keyword, we identified over 4000
articles and scrutinized before being classified into 2158 main
related articles. All these are taken mainly from the Web of Science
Core Collection. The exclusion was done on some journal data-
bases such as KCI-Korean Journal Database, Derwent Innovations
Index, and SciELO Citation Index. This is done for the following
reasons: (a) to remove non-English articles (e.g. Korean and Por-
tugal Language) and (b) to remove patents. With the selected 2158
articles, we performed an analysis by creating the relationship
between the abstract, title, publication, citation, research area,
geographical location and the keywords use. In addition, this pa-
per also discusses the classification of malware detection system
by focusing on the frequency of words used in the abstract and
title. Finally, this paper discusses the trends by summarizing the
substantial research efforts and highlighting possible future tracks
for malware research. To justify the warrant of this paper, we
performed an analysis by separating the research activities into
seven (7) main continents including Asia, North America, South
America, Europe, Middle East, Australia, and Africa. Table 1 tabu-
lates the distribution of research publication where North America
leads with 34.07% followed by Asia with 30.6%.
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The rest of this paper is organized as follows. Section 2 de-
scribes the research method. Section 3 presents findings and in-
formation of malware studies. Section 4 provides a classification of
the malware detection system. Section 5 describes the challenges
and future trend of malware study. Section 6 is the conclusion to
the study.
2. Methodology

Bibliometrics is a method to evaluate, monitor and visualize the
structure of scientific fields (Koskinen et al., 2008; McKerlich et al.,
2013a). It describes the publication information and determine the
impact of the effectiveness of researcher and organization such as
universities. According to (Wilson, 2016), bibliometrics is the
oldest research methods in library and information science. This
paper applied bibliometrics method by referring to this study
(Koskinen et al., 2008). The researcher described how to use bib-
liometric methods in research evaluation. The researcher divided
bibliometric methods in two part: general instructions and pub-
lication analysis. For general instructions, researcher brief about
how to search article using search engine to avoid possible sources
of error in search process. While publication analysis describes
about the evaluation of publication such as impact factor, citations,
publisher and country. This method applied in several studies as
well. For examples, (Wu et al., 2015) analysis of published land-
slide studies for the period 1991–2014 to explore landslide re-
search trends, (Dehdarirad et al., 2015) study the expansion and
growth of scientific literature on women in science and higher
education, (Loomes and van Zanten, 2013) study top 100 clinical
Fig. 1. The schematic of d
articles in digestive disease, (Mao et al., 2015) analysis the trends
of the literature of biomass energy and (Fahimnia et al., 2015)
analysis green supply chain by using 1000 publications.

In this paper, several strategies were used to retrieve publica-
tions and it begins by using “malware” as the main keyword. The
keyword is very important because it offer the information of re-
search trend and discover research direction and interest (Sun
et al., 2012). We applied Computer automatic and manual search
method to analyze the retrieved articles. Fig. 1 illustrates the
flowchart of the data collection process. By using “malware” as a
main keyword, a search for related publications indexed in the
Web of Science Core Collection helps to limit the study to the past
10 years i.e. between 2005 and 2015. Consequently, we detected a
total of 4546 publications from various journals, books, book
sections and patterns. To remove unrelated publications such as
patterns and non-English publications an exclusion was made on
databases like KCI-Korean Journal Database, Derwent Innovations
Index, and SciELO Citation Index. Due to this exclusion, 2158 ar-
ticles were secured for analysis purpose. The analysis was con-
ducted based on the following criteria, (a) impact journals,
(b) highly cited articles, (c) research areas, (d) productivity,
(e) keyword frequency, (f) institutions and (g) authors. Finally, to
visualize the results, we adopted the VOSviewer tool as it is free
and contains excellent features that support various types of bib-
liographic visuals for analysis. Fig. 1 is provided for illustration.

2.1. Web of science

There are many databases used to index journal articles such as
Web of Science (Wos), Elsevier's Scopus, Google Scholar, IEEE
ata collection process.



Fig. 2. Number of publications.

M.F.A. Razak et al. / Journal of Network and Computer Applications 75 (2016) 58–76 61
Explore, ScienceDirect, Association for Computing Machinery
(ACM) and Springer. However, WoS, Elsevier's Scopus and Google
Scholar are the three (3) main bibliometrics data source for
searching literature (Abrizah et al., 2013; Mingers and Leydesdorff,
2015; Mongeon and Paul-Hus, 2016). These data sources are
commonly used to rank journals in terms of their productivity and
the total citations received to indicate the journals impact, prestige
or influence (Abrizah et al., 2013; Chadegani et al., 2013). In this
paper, we select WoS database based upon the following reasons.
Firstly, it is an only tool for bibliometrics analysis until the creation
of Scopus and Google Scholar in 2004 (Mongeon and Paul-Hus,
2016; McKerlich et al., 2013a) and secondly, 94% of Scopus highest
impact factor journals were indexed in WoS (Lopez-Illescas et al.,
2008). In addition, we exclude Scopus and Google Scholar in order
to avoid overlap between the databases. We exclude Google
Scholar as it has low data quality that raises questions about its
suitability for research evaluation (Mongeon and Paul-Hus, 2016).
Furthermore, IEEE Explore, ScienceDirect, ACM and Springer limit
themselves by indexing their own publishers, and WoS combines
the selected and high impact publication from the aforementioned
databases.

Besides that, we choose WoS database because it famous in the
bibliometric analysis for visualizing the evaluation of literature in
scientific fields (McKerlich et al., 2013b). It has a literature for all
years since 1900 while literature from Scopus retrieves until 1996
(Mingers and Leydesdorff, 2015). WoS database claims it has the
most depth and the most quality than Scopus and Google Scholar
(Chadegani et al., 2013). The important of WoS database is that it
includes all articles types and index institutions, authors, and
bibliographic references for each article (Mongeon and Paul-Hus,
2016).

The WoS database acted as the search engine for this paper. It is
a product derived from “Thomson Reuters Institute of Scientific
Information” (ISI) and it contains over 12,000 titles of journals
from multidisciplinary areas (Dehdarirad et al., 2015). The data-
base provides powerful searching and browsing options by en-
abling different options to filter and narrow the search results
(Fahimnia et al., 2015). In addition to the searching options, the
WoS database is also able to sort the articles based on certain
parameters such as publication dates, recently added publications,
number of times cited, usage counts, relevance, and based on first
author names. Moreover, refining the results in the ISI Web of
Science database also enabled certain results to be excluded by
document types, authors, years, institutions and countries. Added
to that is its ability to provide necessary information such as ci-
tation counts, impact factors, and quartile ranks. This made the
study more conducive.
Fig. 3. Citation distributions.
3. Findings

This section discusses the finding of the topic that is related to
malware. This section is divided into 7 sub-topics: productivity,
research areas, institutions, authors, impact journals, highly-cited
articles and keyword frequency. These findings are important be-
cause they show the publishing rates with bibliometric data. In
addition, it is also able to unravel high-quality research that helps
to generate new knowledge and to ensure that the pursuit into
malware studies is more in-depth. Fig. 2 is provided to show the
number of publications in 2005–2015.

Fig. 2 shows the various publications extracted from various
studies and are related to malware. It shows three categories of
publications including journals, books, and book sections. The
journal category has the highest proportion of publications with a
total of 48.78% publications. This proportion is followed by the
book sections that comprise 36.75% publications while books carry
the lowest percentage of 14.45% of publications.
Looking at Fig. 2, in 2015, publication of journals, books, and

book sections have declined slightly. This is possibly because the
time taken by journals in accepting articles for publications is too
long, thereby, affecting the number of publications in the said year.
Following this, it is likely that journal publications would be on the
increasing trend in the following year of 2016. Furthermore, the
increment of journal publications able to increase the citations.

As mentioned earlier, citation analysis is used to assess the
frequency of the journals based on data extracted from the citation
index. This used to evaluate researchers' performance based on
citation patterns, especially for academics. It also provides the
information about researchers to other researchers using shared
references whilst also providing a holistic view of the topic re-
searched. It has been realizing that there are three types of pub-
lications in the academic research study. These publications fo-
cusing on originality and developers of the contents to show the
significant of research. Fig. 3 illustrates the citation distributions.

Fig. 3 illustrates the citations received by the publications over
the last 10 years. It shows that the number of publications influ-
ences the number of citations. The number of citations obtained by
a published article increases after the published articles stays in
the database for a longer period of time. In other words, the earlier
it is published the more it is cited.

The average number of citations collected by published articles
is about 341 annually during the period of 2005–2015. In addition,
the number of annual citations shows a positive proliferation
pattern with three distinct peaks occurring in 2013, 2014, and
2015. The citations had increased by 52.35% in 2013 as compared
to 2012. This is possibly because in 2013, there was a surge in
researchers conducting studies to solve a wave of malware attacks.
Researchers citing other researchers’ works as references had also
resulted in an increase in the citation. This trend illustrates a



Table 2
Productivity.

List of continents No. of articles No. of articles (%)

Asia 670 30.6
Bangladesh 1 0.0
China 268 12.4
India 98 4.5
Japan 78 3.6
Malaysia 33 1.5
Singapore 23 1.0
South Korea 92 4.2
Taiwan 63 2.9
Thailand 10 0.4
Uzbekistan 1 0.0
Vietnam 3 0.1

North America 752 34.7
Canada 62 2.8
Mexico 5 0.2
Russia 6 0.2
United States 679 31.5

South America 24 1.0
Argentina 3 0.1
Brazil 20 0.9
Colombia 1 0.0

Europe 612 26.5
Austria 31 1.4
Bulgaria 1 0.0
Belgium 4 0.1
Cyprus 1 0.0
Czech Republic 14 0.6
Denmark 2 0.0
England 69 3.1
Estonia 1 0.0
France 59 2.7
Finland 14 0.6
Germany 102 4.7
Greece 33 1.5
Hungary 5 0.2
Italy 83 3.8
Ireland 5 0.2
Iceland 1 0.0
Lithuania 3 0.1
Luxembourg 7 0.3
Netherland 19 0.8
Norway 7 0.3
North Ireland 10 0.4
Romania 23 1.0
Poland 14 0.6
Portugal 6 0.2
Rep of Georgia 1 0.0
Scotland 3 0.1
Serbia 2 0.0
Spain 60 2.7
Slovakia 1 0.0
Slovenia 2 0.0
Switzerland 16 0.7
Sweden 8 0.3
Ukraine 1 0.0
Wales 4 0.1

Australia 74 3.3
Australia 60 2.7
New Zealand 14 0.6

Middle East 98 3.7
Algeria 1 0.0
Egypt 1 0.0
Iraq 1 0.0
Iran 17 0.7
Israel 22 1.0
Jordan 3 0.1
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positive result until 2015. From this pattern, it concluded that the
number of citations for 10 years include co-citation. The citation is
a way to show the evidence of material in the articles. This study
examines the citation to illustrate the increasing number of cita-
tions and the research activities that contributed to the high im-
pact of articles.

3.1. Productivity

This section discusses productivity among the continents.
Productivity in publications refers to the frequency or number of
publications incurred. It is used as a tool to measure the number of
articles that were published among continents. A study of pro-
ductivity growth of articles is important because it allows the re-
searcher to stay focused and competitive on the publication of
articles as well as strengthen the research components while
conducting research involving analysis on malware. An important
role for putting focus in the analysis of productivity is that it helps
to increase and improve the productivity efficiency of the pub-
lications. In addition, it is also able to contribute to the research
community in terms of new technology and in the identification of
new or best methods in research. It also assists in the assessing of
countries and continents which have produced much publications.
Table 2 lists the number of publications with respect to the time
trend analysis during 2005–2015 according to continents.

Table 2 above show that the continent of North America is the
major contribution in publishing articles with the United States
being most outstanding. This is followed by the continents of Asia,
Europe and subsequently, the continents of the Middle East, Aus-
tralia, Africa and South America which comparatively, conducted
lesser research on malware. Data show that the United States
contributed to 31.5% of the entire publication of articles in the
continent of North America. In contrast, in the continent of Asia,
China served as the country with the major contribution to re-
search related to malware. This is followed by India, South Korea,
Japan and Taiwan.

Based on the above, the continents of Asia and North America
are the most productive in publishing articles. Asia seems to be
slightly behind the continent of North America and this is prob-
ably due to the lesser amount of research funding provided by the
respective countries in conducting research in similar research
areas. In any research, the funding aspect is important because it
enables researchers to perform new studies and to be able to
publish research articles. As an example, it is observed that the
American government spent the amount of $140 billion on re-
search and development (Jahkne, 2016) while the government of
China only provides funds amounting to $ 6.6 billion for basic
research (Qiu, 2016). This difference suggests that adequate re-
search funding is able to assist in the production of articles in a
country thus, indirectly raising the number of articles identified in
that continent. It is expected that there is intense competition
between the two continents of Asia and North America in pub-
lishing articles in the next few years. Ability in good writing and
able to publish high impact research related to malware allows
North America become the top in the continent in publishing
articles.

3.2. Research areas

This section discusses a number of publications involving cer-
tain research areas. Research areas consist of single disciplined and
multidisciplinary as they aim at developing a scientific under-
standing of specific research areas and how these challenge other
areas in different sectors of other industries. Research areas are
very important element others use to measure the performance of
a research based on publication and citation rates. The



Table 2 (continued )

List of continents No. of articles No. of articles (%)

Kuwait 2 0.0
Lebanon 3 0.1
Morocco 2 0.0
Oman 1 0.0
Pakistan 15 0.6
Qatar 4 0.1
Saudi Arabia 11 0.5
Turkey 12 0.5
United Arab Emirates 3 0.1

Africa 27 1.0
Ethiopia 1 0.0
Kenya 1 0.0
Nigeria 1 0.0
South Africa 22 1.0
Sudan 2 0.0

Table 3
Research areas.

Research areas Publications Publications (%)

Computer Science 1795 83.2
Engineering 711 32.9
Telecommunications 473 21.9
Automation Control Systems 50 2.3
Information Science Library Science 32 1.5
Science Technology Other Topics 28 1.3
Mathematics 26 1.2
Optics 25 1.2
Physics 24 1.1
Business Economics 21 1
Operation Research Management Science 19 0.9
Government Law 17 0.8
Robotics 16 0.7
Remote Sensing 13 0.6
Communication 13 0.6
Mathematical Computational Biology 10 0.5
Materials Science 10 0.5
Imaging Science Photographic Technology 9 0.4
Social Sciences Other Topics 6 0.3
Public Administration 6 0.3
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performance of any research area is able to show the trend of the
publication over time. The Web of Science database contains an
index of various disciplines including 150 scientific research areas.
Some of these research areas encompass Computer Science, En-
gineering, Telecommunications, Automation & Control Systems,
Information Science Library of Science and Technology Science
Topics. More about the publications are provided in Table 3.

Table 3 illustrates that majority of the published articles come
under the area of Computer Science and Engineering. In this re-
gard, Computer Science and Engineering is an integration that
used to develop new methods and technologies that useful to
academia and the public at large. Software engineering, computer
architecture and algorithms, artificial intelligence, big data, ma-
chine learning, data processing, neural, and security are some of
the sub-areas that come under the umbrella term of Computer
Science and Engineering.

Of the articles published, the top article with the highest cita-
tion in Computer Science area was “Toward automated dynamic
malware analysis using CWSandbox”. Since topics on malware
analysis use algorithms, artificial intelligence, machine learning,
and security analysis as an approach, an increase in publications
produced under the area of Computer Science was noticeable.
Table 4 illustrates the list of publications according to numbers.

Table 4 lists a number of publications noted in the area of
Computer Science. It illustrates that most publications came
mostly from the continent of North America. However, due to the
fact that some of the articles published only show the email ad-
dresses minus a full address, the full results of indicating which
part of the continent unable to realize. As a whole, this study
shows that acceptances rate is high for the continent of North
America because their researchers able to tailor the articles based
on the journal focuses, formats, and fields.

3.3. Institutions

This section discusses the number of publications noted ac-
cording to institutions. This section aims to identify which of the
institutions are active and also to measure their quality by com-
paring institutions according to publications (Buela-Casal et al.,
2007). Table 5 list the institutions which conducted research re-
lated to malware. These institutions consist of five continents
encompassing North America, Asia, Europe, the Middle East and
Australia.

It shows that institutions coming from North America have the
highest number of publications. This is followed by Asia which
carries the second highest number of publications. Subsequent to
that is Europe. It appears that the Georgia Institute of Technology
from North America has the highest number of publications to-
taling 75.8% of the entire publications including conference papers
listed in ISI ranking proceedings.

The other five (5) institutions are from Asia including Korea
University, National Institute of Information and Communications
Technology, Chinese Academy of Sciences, National University of
Defend Technology, and University of Electronic Science and
Technology of China. The most prominent institutions in Asia are
located in China. It seems that the speed of publication in China is
much faster than the other countries in Asia. This evidence sug-
gests that there is keen competition among institutions across Asia
as well as other continents in term of publications. As conclude,
researcher able to perform high impact research, having a good
facility, and ability in writing allows university in the United States
become most active in publishing articles.

3.4. Authors

This section discusses the number of publications noted ac-
cording to authors under continents. This section aims to identify
who is most active in terms of authorship in continents. Table 6
lists authors who are most productive according to countries/
continents.

As the table illustrates, the majority of the authors are from the
United States. In addition, it shows that Asia is also active in
publishing articles. Countries such as Japan, India and China are
part of Asia. It appears that these three (3) countries are able to
contribute many publications among countries in Asia. Further to
that, it is noted that authors from the continent of Europe and the
Middle East produced fewer publications. This emergence implies
that authors from the continent of North America and Asia were
more active comparatively. As is shown in Table 6, Krugel Chris-
topler from the United States and Bringas Pablo Garcia (Bringas
Pablo Garcia, 2016) from Spain are the top authors in producing
publications while the rest of the authors contributed to less than
0.9% of publications.

A closer view indicates that these two authors had produced
many articles because they were directly involved in Research and
Development (R & D), contributing to technology development,
security research and knowledge transference to society. As an
example, Krugel Christopler conducts research on security analysis
such as malware, the web, network, and vulnerability (Kruegel,
2016). He is also the co-founder of Lastline, Inc. and founder of



Table 4
Number of publications.

List of continents Year

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015

Asia 0 0 0 1 5 3 3 9 20 15 20
Bangladesh 0 0 0 0 0 0 0 0 0 0 0
China 0 0 0 1 0 0 1 4 4 5 6
India 0 0 0 0 0 0 0 0 6 2 4
Japan 0 0 0 0 3 1 1 1 1 0 1
Malaysia 0 0 0 0 1 0 0 0 1 0 2
Singapore 0 0 0 0 0 1 0 0 0 0 2
South Korea 0 0 0 0 1 0 1 4 4 5 2
Taiwan 0 0 0 0 0 1 0 0 4 3 3

North America 6 3 4 10 8 4 7 15 10 14 18
Canada 0 0 0 0 0 0 1 1 1 1 0
Russia 0 0 0 0 0 0 0 0 0 0 1
United States 6 3 4 10 8 4 6 14 9 13 17

South America 0 0 0 0 0 0 0 1 1 0 0
Brazil 0 0 0 0 0 0 0 0 1 0 0
Colombia 0 0 0 0 0 0 0 1 0 0 0

Europe 1 1 4 4 4 5 3 6 9 6 12
Austria 0 0 0 0 0 0 0 0 1 0 0
Czech Republic 0 0 0 0 0 0 0 0 0 0 1
Denmark 0 0 0 0 0 0 0 0 0 0 1
England 1 0 0 1 0 3 0 1 0 0 2
France 0 0 0 1 1 0 1 0 0 2 1
Germany 0 0 1 0 1 0 0 1 0 2 2
Greece 0 0 0 1 0 0 0 0 0 0 2
Italy 0 0 2 0 2 0 0 1 5 1 1
Lithuania 0 0 0 1 0 0 0 0 0 0 0
Netherland 0 1 0 0 0 0 0 0 0 0 0
Norway 0 0 0 0 0 0 0 0 1 0 0
North Ireland 0 0 0 0 0 0 0 0 0 1 0
Romania 0 0 0 0 0 1 0 0 0 0 1
Poland 0 0 0 0 0 0 0 1 0 0 0
Portugal 0 0 0 0 0 0 0 0 0 0 1
Spain 0 0 0 0 0 0 1 2 2 0 0
Switzerland 0 0 1 0 0 0 1 0 0 0 0
Sweden 0 0 0 0 0 1 0 0 0 0 0

Australia 0 0 0 0 0 1 3 3 3 1 1
Australia 0 0 0 0 0 1 3 2 2 1 1
New Zealand 0 0 0 0 0 0 0 1 1 0 0

Middle East 0 0 0 1 3 0 2 3 4 7 3
Iran 0 0 0 0 0 0 1 1 0 2 1
Israel 0 0 0 0 1 0 0 2 1 3 0
Jordan 0 0 0 0 0 0 0 0 0 1 0
Lebanon 0 0 0 0 1 0 0 0 1 0 0
Pakistan 0 0 0 0 0 0 0 0 1 0 1
Saudi Arabia 0 0 0 0 0 0 0 0 0 1 0
Turkey 0 0 0 1 1 0 1 0 1 0 0
United Arab Emirates 0 0 0 0 0 0 0 0 2 2 1

Africa 0 0 0 0 0 0 0 0 2 1 0
South Africa 0 0 0 0 0 0 0 0 2 1 0

Type 2 5 10 14 23 18 14 19 21 15 75
Book 2 3 4 8 11 3 1 8 0 0 0
Book Section 0 2 6 6 12 15 13 11 21 15 75
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iSecLab (Christopler, 2016). In addition, Cloud-based malware
analysis tool (Anubis) is currently, the most well-known devel-
opment of iSecLab, used by over ten thousands of users. This
evidence shows that the involvement of the researcher directly in
R & D able to boost earnings in terms of article production. The
authors who able to understand the journals requirement such as
research topics, methods and able to follow the rapid changes in
research become advantages to them in publishing articles.

3.5. Impact journals

This section discusses the list of impact journals under



Table 5
List of institutions.

Institutions Publications Publications (%) Country

Georgia Institute of Technology 29 1.3 United States
University Michigan 26 1.2 United States
Carnegie Mellon University 24 1.1 United States
Purdue University 23 1.0 United States
Korea University 22 1.0 South Korea
Vienna University Technology 21 0.9 Austria
Deakin University 20 0.9 Australia
Chinese Academy of Sciences 19 0.8 China
National Institute of Informa-
tion and Communications
Technology

17 0.7 Japan

Concordia University 17 0.7 Canada
Pennsylvania State University 16 0.7 United States
National University of Defend
Technology

16 0.7 China

George Mason University 16 0.7 United States
University of Deusto 15 0.6 Spain
North Carolina State University 15 0.6 United States
Ben-Gurion University of the
Negev

15 0.6 Israel

University of Electronic Science
and Technology of China

14 0.6 China

University of Pennsylvania 13 0.6 United States
Texas A&M University 13 0.6 United States
National Chiao Tung University 13 0.6 Taiwan
Indiana University 13 0.6 United States
University of Texas at Dallas 12 0.5 United States
Tsinghua University 12 0.5 China
Technical University of Berlin 12 0.5 Germany
Ruhr University Bochum 12 0.5 Germany

Table 6
List of authors.

Authors Publications Publications (%) Country

Krugel Christopler 19 0.9 United States
Bringas Pablo Garcia A 19 0.9 Spain
Santos Igor 18 0.8 Spain
Inoue Daisuke 18 0.8 Japan
Kirda Engin 16 0.7 United States
Vinod Padmanabha Rao 15 0.7 India
Nakao Koji 15 0.7 Japan
Mukkamala Srinivas 15 0.7 United States
Jiang Xuxian 15 0.7 United States
Gu Guofei 14 0.6 United States
Elovici Yuval 14 0.6 Israel
Yoshioka Katsunari 13 0.6 Japan
Holz Thorsten 13 0.6 Germany
Eto Masashi 13 0.6 Japan
Mourad Debbabi 13 0.6 Canada
Sarkar Saswati 12 0.6 United States
Lee Wenke 12 0.6 United States
Zhang Xiangyu 11 0.5 China
Schultz Eugene 11 0.5 United States
Vijay Laxmi 11 0.5 India
Stefano Zanero 10 0.5 United States
Heng Yin 10 0.5 United States
Xu Dongyang 10 0.5 United States
Sakir Sezer 10 0.5 United Kingdom
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Computer Science area. This section is important because it shows
the most leading journal in publication and the highest citations
received. From this information, researchers are able to strengthen
their work by publishing in good quality journals.

Table 7 lists 20 journal titles with the greatest number of
publications. It shows that the greatest number of publication
belongs to the collection of book series under Lecture Notes In
Computer Sciences followed by Bioinformatics and BMC Bioinfor-
matics journals. The book series of Lecture Notes In Computer
Sciences has the greatest number of publications. This is because it
provides publishing services especially in new development areas
such as education and computer science and information tech-
nology research.

The table demonstrates that the book series has a good re-
lationship with academics, prestigious institutions and it collabo-
rates with the research and development (R & D) community in
computer science (Hutchison and Mitchell, 2016). It has also be-
come a focal point for publishing articles because it provides the
most valuable publishing services which are quick and informal,
therefore cutting down time. In addition, proceedings and post-
proceedings also serve as some of the core publications. Two types
of subseries help book series in the publishing services: Lecture
Notes in Artificial Intelligence and Lecture Notes in Bioinformatics
(Hutchison and Mitchell, 2016). “Automated classification and
analysis of Internet malware” is an example of a conference paper
published in Lecture Notes Computer Sciences which carry 63 ci-
tations (Bailey et al., 2007).

Table 7 shows that Bioinformatics received 250,487 citations
over the years followed by BMC Bioinformatics and Information
Sciences with 97,406 and 68,000 citations respectively. Bioinfor-
matics is a premier journal in computational biology. It focuses on
bioinformatics and computational biology genome fields (Oxford,
2015). This is because these fields boost the ranking of Bioinfor-
matics by describing a way to analyze genetic sequence (Noorden
et al., 2014). In addition to that, the majority of journals listed in
Bioinformatics appear to carry more than 1000 citations. Articles
with the title “Clustal w and Clustal x version 2.0” received a total
citation of more than 10,000 (Larkin et al., 2007). The high cita-
tions obtained by each journal have helped to raise the journal
Bioinformatics, as the journal with the highest received citations.

Therefore, based on Table 7, it shows that journals with
dominant publications and citations are Bioinformatics and BMC
Bioinformatics. Further to that, eight (8) journal titles were also
listed in Table 7 to highlight that these journals are present in the
database. They suggest that these eight (8) journals are the most
active in publishing research on malware. As a whole, the quality
of high impact journals able to attract researcher to publish their
article because it widely read by another researcher also increase
their citations.

3.6. Highly-cited articles

This section discusses the number of citations received by the
journals. This section reflects on the quality of research done and
the influence it has on similar fields. Table 8 lists 25 of the most
cited articles. It covers information such as a number of times ci-
ted, published journals, years, and research areas. These articles
considerably contribute about 1.16% to the overall publications.
Moreover, the top 4 most highly-cited articles were published
between seven (7) to nine (9) years ago, showing a compliance
with the concept that the longer the articles have been in the
database, the higher the number of citations accumulated. The
research areas which contribute to the publications are Mathe-
matics, Telecommunications, Engineering, Physics, Science &
Technology - other Topics, and Automation & Control Systems with
Computer Science being the most prominent.

Of the articles published, the most cited were “Toward auto-
mated dynamic malware analysis using CWSandbox”. The article
describes the dynamic analysis used to determine malware by
using simulated environment which was known as CWSandbox
(Willems et al., 2007). The CWSandbox application was able to
monitor, analyze and report malware activities based on system
calls. Researchers who worked in malware detection used the
CWSandbox to analyze any malicious activities via the dynamic
analysis methods. From this, it concluded that highly cited articles



Table 7
Top 20 journals with the greatest number of publications and citations.

Journals title with the greatest number of publications IF Q P P (%) Most cited journals title IF Q C C (%)

Lecture Notes In Computer Science 0.402 Q4 36,144 31.3 Bioinformatics 5.766 Q1 250,487 27.4
Bioinformatics 5.766 Q1 7645 6.6 BMC Bioinformatics 2.435 Q3 97,406 10.7
BMC Bioinformatics 2.435 Q3 6347 5.5 Lecture Notes In Computer Science 0.402 Q4 68,000 7.1
IEEE Transactions on Wireless Communications 2.925 Q1 5486 4.8 Information Sciences 3.364 Q1 64,396 7.1
Neurocomputing 2.392 Q1 5353 4.6 IEEE Transactions on Wireless Communications 2.925 Q1 50,085 5.5
IEICE Transactions on Communications 0.300 Q4 5251 4.6 Information Sciences 3.364 Q1 47,479 5.2
IEEE Transactions Information Theory 1.737 Q2 5098 4.4 Computer Methods in Applied Mechanics and

Engineering
3.467 Q1 42,684 4.7

Theoretical Computer Science 0.643 Q3 4672 4.0 IEEE Journal on Selected Areas in
Communications

3.672 Q1 29,318 3.2

IEEE Communications Letters 1.291 Q2 4544 3.9 Neurocomputing 2.392 Q1 29,035 3.2
Information Sciences 3.364 Q1 4416 3.8 Environmental Modeling & Software 4.207 Q1 27,194 3.0
IEEE Transactions on Communications 2.298 Q1 3782 3.3 Computers & Operations Research 1.988 Q2 26,192 2.9
Wireless Personal Communications 0.701 Q4 3712 3.2 IEEE Transactions on Communications 2.298 Q1 24,475 2.7
IEICE Transactions on Information and Systems 0.226 Q4 3685 3.2 IEEE Communications Magazine 5.125 Q1 22,343 2.4
Computer Methods in Applied Mechanics and Engineering 3.467 Q1 3227 2.8 Computers & Education 2.881 Q1 21,716 2.4
ACM SIGPLAN Notices 0.488 Q4 3102 2.7 ACM Transactions on Graphics 4.218 Q1 20,215 2.2
Applied Soft Computing 2.857 Q1 2873 2.5 Applied Soft Computing 2.857 Q1 19,781 2.2
International Journal of Innovative Computing Information
and Control

1.667 Q1 2568 2.2 Journal of Machine Learning Research 2.450 Q1 19,757 2.2

Computer Networks 1.446 Q2 2530 2.2 Computers & Structures 2.425 Q1 18,360 2.0
Computers & Operations Research 1.998 Q2 2522 2.2 IEEE Communications Letters 1.291 Q2 18,200 2.0
Computer Communications 2.099 Q1 2445 2.1 Computers & Geosciences 2.474 Q1 16,015 1.8

IF, Impact Factors; Q, Quartile; P, Publication; P (%), Publications (%); C, Citation; C (%); Citations (%).

M.F.A. Razak et al. / Journal of Network and Computer Applications 75 (2016) 58–7666
are not ordinary articles but are quality research articles in which
the researcher acknowledged other author's findings, methods,
ideas and influence in certain fields. As a whole, the interesting
topic in articles also able to increase journal citations especially
when it becomes special issues.

3.7. Keywords frequency

This section discusses the type of keywords which are fre-
quently used by researchers. This is important because it enables
articles to be detected in current as well as past issues of research
journals. In 1990, the Web of Science began to provide author
keywords and a description of an article's theme (Sun et al., 2012;
Wu et al., 2015). These keywords and titles could be used to
analyze research trends and to identify research gaps. Table 9
provides the list of unique keywords and title occurrences. This list
was derived from a total of 26,994 keywords and 3866 titles that
had emerged from 2158 articles for the period between 2005 until
2015.

Based on Table 9, it shows that the most relevant titles and
keywords are malware detection and attack. Data provided also
show that the malware detection and attack are consistently used
in the literature. This implies that most researchers had used these
titles and keyword in their research. For example, the article with
the titles “Semantic-aware malware detection” and “Android bot-
nets for multi-targeted attacks” have the term “detection” and
“attack”. Fig. 4 is further provided to indicate an in-depth analysis.
Data indicate that the word map was drawn from the content
analysis of the articles. This shows that map words divided into
5 clusters. More is detected in Fig. 4 below.

The clusters in Fig. 4 demonstrate the increased development
of research that is related to “malware”. It illustrates two (2) main
topic clusters are the type of malicious (red, left) and algorithm
(green, right). The types of malicious are highlighted by key terms
which are related to security, specifically, “traffic,” ‘‘botnet’’, ‘‘mal-
icious website’’, ‘‘social network’’, ‘‘service’’, ‘‘infrastructure’’,
‘‘honeypot’’, while malware analysis comprises terms such as
‘‘malware detection’’, ‘‘algorithm’’, ‘‘classification’’, ‘‘malware fa-
mily’’, ‘‘static analysis’’, ‘‘false positive’’, “Naive Bayes”). In addition,
‘‘computer virus’’, “behavior analysis”, and “compromise system”
were noted as terms that act as links between the research topics
within the types of malicious and algorithm clusters. The small
cluster (purple, upper left) in Fig. 4 is mainly focused on mobile
security research topics such as “android malware”, “mobile de-
vice”, “mobile malware”, “mobile application”, and “smartphone”.
Table 8 illustrates the clusters according to colors.

Table 10 provides the list of unique clusters and their descrip-
tions. This list was derived from in-depth analysis to establish the
kinship between the clusters and topics. It shows five (5) cate-
gories of unique clusters, including red, green, yellow, purple and
blue. These categories imply that most researchers had done their
research on a certain topic such as malware classification, detec-
tion tools, type of algorithm and type of operating systems. As a
whole, more analysis possible to be done in these five (5) cate-
gories. In order to show their relationship in malware detection
system. In Section 4, we described details of malware detection
systems since all these categories are part of it.
4. Malware detection system

This section discusses the classification of malware detection
systems. This section aims to provide more information on mal-
ware detection system. Malware is a malicious software which is
able to access mobile and computer devices in order to extract
personal information and thereby, cause serious damage to the
system. Table 11 describes the various types of malware.

Based on Table 11, it lists the various types of malware are very
dangerous and able to harm the systems. Unscrupulous authors
design various type of malware such as the botnet, Trojan, rootkit
and worm for these intentions (Karim et al., 2014; Felt et al., 2011;
Muthumanickam and Ilavarasan E, 2015). Each malware has its
own goals and it usually causes undesirable results (Wu et al.,
2014). Unscrupulous authors also design the botnet for phishing,
malware distribution, spam emails, distributed denial of service
(DDoS) attacks and also fraud (Karim et al., 2014).

To counter this, machine learning is used to detect botnet ac-
tivity by looking at network traffic behavior (Zhao et al., 2013) and
other malware categories such as Trojans, worms, and viruses
(Sanz et al., 2013; Grecio et al., 2014). Of these malware, rootkits



Table 8
List top 25 of highly-cited articles.

Titles Times cited Published journal Year Research area

Toward automated dynamic malware analysis using CWSandbox 102 IEEE Security & Privacy 2007 Computer Science
Dissecting Android Malware: Characterization and Evolution 95 2012 IEEE Symposium on Security and Privacy 2012 Computer Science
Semantics-aware malware detection 93 2005 IEEE Symposium on Security and Privacy, Proceedings 2005 Computer Science
On Lightweight Mobile Phone Application Certification 70 Ccs'09: Proceedings of the 16th ACM Conference on Computer and Communications Security 2009 Computer Science
Automated classification and analysis of Internet malware 63 Recent Advances in Intrusion Detection, Proceedings 2007 Computer Science
Ether: Malware Analysis via Hardware Virtualization Extensions 59 Ccs'08: Proceedings of the 15th ACM Conference on Computer and Communications Security 2008 Computer Science
BitBlaze: A New Approach to Computer Security via Binary Analysis 56 Information Systems Security, Proceedings 2008 Computer Science
Learning and classification of malware behavior 53 Detection of Intrusions and Malware, and Vulnerability Assessment 2008 Computer Science
Lares: an architecture for secure active monitoring using virtualization 49 Proceedings of the 2008 IEEE Symposium on Security and Privacy 2008 Computer Science
Exploring multiple execution paths for malware analysis 48 2007 IEEE Symposium on Security and Privacy, Proceedings 2007 Computer Science
SubVirt: implementing malware with virtual machines 47 2006 IEEE Symposium on Security and Privacy, Proceedings 2006 Computer Science
Andromaly: a behavioral malware detection framework for android devices 44 Journal of Intelligent Information Systems 2012 Computer Science
Limits of static analysis for malware detection 43 Twenty-Third Annual Computer Security Applications Conference, Proceedings 2007 Computer Science
The nepenthes platform: an efficient approach to collect malware 43 Recent Advances in Intrusion Detection, Proceedings 2006 Computer Science
Stealthy Malware Detection Through VMM-Based “Out-of-the-Box” Semantic View
Reconstruction

41 Ccs'07: Proceedings of the 14th ACM Conference on Computer and Communications Security 2007 Computer Science

TrustVisor: Efficient TCB Reduction and Attestation 40 2010 IEEE Symposium on Security and Privacy 2010 Computer Science
Your Botnet is My Botnet: Analysis of a Botnet Takeover 40 Ccs'09: Proceedings of the 16th ACM Conference on Computer and Communications Security 2009 Computer Science
Thresholds for virus spread on networks 40 Annals of Applied Probability 2008 Mathematics
Panorama: Capturing System-wide Information Flow for Malware Detection and Analysis 38 Ccs'07: Proceedings of the 14th ACM Conference on Computer and Communications Security 2007 Computer Science
A Survey on Security for Mobile Devices 36 IEEE Communications Surveys and Tutorials 2013 Computer Science
Privilege Escalation Attacks on Android 36 Lecture Notes in Computer Science 2011 Computer Science
Threat or coping appraisal: determinants of SMB executives' decision to adopt anti-
malware software

36 European Journal of Information Systems 2009 Computer Science

Behavioral Detection of Malware on Mobile Handsets 32 Mobisys'08: Proceedings of the Sixth International Conference on Mobile Systems, Applica-
tions, and Services

2008 Computer Science

Using entropy analysis to find encrypted and packed malware 30 IEEE Security & Privacy 2007 Computer Science
A Survey of Botnet and Botnet Detection 29 2009 Third International Conference on Emerging Security Information, Systems, and

Technologies
2009 Computer Science
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Table 9
Relation between titles and keywords in malware topic.

Titles Frequency Keywords Frequency

Malware detection 128 Attack 522
Network 128 Network 407
Security 71 Detection 392
Attack 64 User 354
Study 42 Security 246
Machine 37 Feature 243
Malware analysis 37 Signature 228
Defense 30 Algorithm 225
Design 27 Code 220
Survey 26 Experiment 213
Malware propagation 25 Program 205
Malware attack 20 Service 189
Mobile device 20 Internet 184
Evaluation 18 Smartphone 179
Smartphone 18 File 169
Intrusion detection 16 Device 165
Implementation 15 Malware detection 158
Android malware 14 Worm 157
Internet 13 Control 147
Static Analysis 13 Experimental result 146

Table 10
Type of clusters.

Clusters Descriptions

Red Type of malicious
Green Algorithm is used to solve the problem on malware analysis
Yellow Simulation tools are used to modeling the prototype and observe the

operation
Purple Mobile malware analysis able to detect suspicious activity in mobile

platform
Blue Network-based monitor intrusion in network traffic

Table 11
Types of malware.

Types Descriptions

Botnet Botnet allows an attacker to take control over the infected computer.
The infected computer is known as a zombie and always spread
themselves through the network

Worm The worm infects the operating systems by multiplying itself to affect
the operating systems and sending copies of itself through networks

Rootkit Rootkit is a malicious application which gained root privilege to
modify operating system functionalities (M and G, 2012)

Trojan Trojan able distinguishes as a normal application to attract user for
run its. After successfully run, Trojan take over the resources and able
to disrupt the availability of operating system with denial of service
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are very difficult to detect because it able to start the malicious
activities while the user is not using the devices. However,
(Schmidt et al., 2011) there is a way to detect rootkit in cloud
computing by performing live-scanning on all binary system calls.
Fig. 5 shows the classification of malware detection system.

In this paper, malware detection systems are classified into
categories. The classifications are based on 3 parts, (a) analysis
technique, (b) detection approach and (c) deployment approach.
These classifications are important in showing the relationship in
the publications which are related to malware.

4.1. Analysis technique

This section discusses the type of malware analysis techniques
Fig. 4. Keyword clusters. (For interpretation of the references to color in
which provides the purpose and functionality of malware analysis.
Malware analysis is a process of examining the malware code and
identifying the dynamic characteristics of the malware. Un-
scrupulous authors strive to avoid malware analysis with obfus-
cation (Sharif et al., 2008), packer and anti-debugging technique
(Rad et al., 2012; Xie et al., 2013; Alazab et al., 2010). These
techniques make malware analysis harder thus, enabling them to
better hide their devious intentions. As a result of this, lead se-
curity analysts are unable to examine what is happening between
malware and normal applications.
this figure, the reader is referred to the web version of this article.)
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Fig. 5. Classification of malware detection system.

Table 12
Type of malware analysis.

Analysis
technique

Advantages Disadvantages

Dynamic � Able to detect un-
known malware

� Time intensive
� Resource consuming

Static � Fast detection � Unable to detect malware with
obfuscation technique
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The aim of malware analysis is to study the component by
dissecting the application code and its behavior (Zhou and Jiang,
2012; Platforms and Threats, 2013). In addition, the analyst con-
ducting the test has to be careful during the malware analysis
process in order to avoid further spread of contamination. Ana-
lyzing malware needs a proper environment setup so as to ensure
security and to prevent systems from getting infected. The process
of conducting a malware analysis begins with an isolated en-
vironment such as virtualization software (Damopoulos et al.,
2012; Gonzalez et al., 2014). The two techniques known in mal-
ware analysis are static and dynamic analysis (Ravula et al., 2013;
Gandotra et al., 2014). Table 12 lists the types of malware analysis.

As the table illustrates, there are two types of malware analysis:
Dynamic and Static. The static analysis applies reverse engineer-
ing, similarity and command techniques (Veerwal and Menaria,
2013). Dynamic analysis analyzes the malicious behaviors and
error programs through the observations conducted in the con-
trolled environment (Ghiasi et al., 2015). Unlike static analysis,
dynamic analysis is able to detect malware when it applies the
obfuscation techniques. This analysis technique also reduces costs,
Table 13
Anomaly approach.

Reference Objective

(Wang and Wang,
2014)

To develop an automatic malware detection system by based
on behavior signatures

(Kim et al., 2015) To identify fake AV web pages in the Internet.

(Cui et al., 2015) To identify the malicious behaviors of the mobile applications
using data mining packet

(Lin et al., 2015) To select and extract malware features

(Ghiasi et al., 2015) To find similarities of run-time behaviors based on the as-
sumption that binary behaviors affect registers values
provides accurate results and validation of code analysis findings
as well as identifies the problem in the controlled environment.

Static analysis has the advantage of fast detection but its major
problem is its use of the obfuscation techniques. It examines
malware without executing it. These techniques are able to read
the code program, determine the goals and also detect malware
(Talha et al., 2015). This is a disadvantage because malware is
capable of evading detection (Moser et al., 2007). Unscrupulous
authors apply other techniques like polymorphism, metamorph-
ism, and encryption to evade such detections (Rad et al., 2012).
The other analysis technique is that of dynamic which is capable of
detecting unknown malware. It executes the malware through
monitors in a controlled environment (Egele et al., 2012; Seideman
et al., 2015).

4.2. Detection approach

This section discusses the malware detection approach to-
gether with their characteristics. It also provides an overview of
the existing approach including the advantages and disadvantages.
The two common detection approach seen in IDS are anomaly and
signature (Feizollah et al., 2013a; Elshoush and Osman, 2011;
Yassin et al., 2012; Hubballi and Suryanarayanan, 2014). Anomaly
approach detects malicious activities by monitoring the level of
activities seen in network traffic and systems (Shabtai et al., 2014;
Narudin et al., 2014). The anomaly detection approach is better
able to detect new and unfamiliar attacks through the use of
normal and abnormal patterns. In addition to signature and
anomaly detection approach, a hybrid approach combines the
signature database with anomaly pattern to detect known or new
variants of malware attacks (Inayat et al., 2015; Wang et al., 2015).
The hybrid approach able to perform dynamic analysis during the
running application and then statistically analyze using signature
database (Arshad et al., 2016). By using this type of approach, it
able to overcome the weaknesses of both signature and anomaly
detection approach. However, this approach needs more research
and subjected to the malware detection designs.

Besides that, machine learning is also used to trace the normal
and abnormal patterns (Inayat et al., 2015; Haq, 2015). In this re-
gard, machine learning is thus, a type of artificial intelligence that
provides computational learning theory that also predicts the data.
Machine learning focuses on prediction making and acts without
being explicitly programmed. In addition, machine learning is an
approach that searches through data to look for patterns. Super-
vized and unsupervized classifier in machine learning is also used
to trace the model and analyze the features (Narudin et al., 2014).
This approach helps to determine the validity of normal and
malicious activities. Decision trees, random forest, and SVM are
the type of algorithm classifiers used on supervized learning for
this purpose. Table 13 presents the anomaly approach.
Algorithm Result

Support vector machines (SVM) Accuracy¼97.67%

Random forest, SVM and Gradient-
Boosted Tree

Accuracy¼90.4%, FPR¼0.2%.

Naive Bayes and Decision tree Accuracy¼60%

SVM Accuracy¼0.98, Precision¼0.85,
TPR¼0.92, TNR ¼ 0.98

Random forest, Decision tree,
Bayesian logistic regression

Accuracy¼95.9%, FP¼4.5%



Table 14
Signature approach.

Reference Objective Algorithm Result

(Elish et al., 2015) To advocate the approach of benign property
enforcement

Trigger based API dependence FP¼2%, FN¼2.1%

(Talha et al., 2015) To characterize and classify Android applications as
benign or malicious.

Statistical score FPR¼0.050, TPR¼0.101, FNR¼0.898

(Sheen et al., 2015) To design malware detection using multi feature
collaborative decision fusion (MCDF).

Naive Bayes, Decision tree, SVM, IBk (Instance based
learning), JRip (Rule based learning)

Precision¼83%, TPR¼97%

(Choi et al., 2015) To detect the act of leakage internal private
information

Context Ontology Reasoning Condition reasoning (high, low, active,
available)

(Faruki et al., 2014) To detect unknown malware Clustering algorithm Accuracy¼76%, TPR¼80.65%
(Cen et al., 2015) To develop effective technique for malware

detection
Naive Bayes Accuracy¼0.95, TPR¼0.95, FPR¼0.05

(Clemens, 2015) To classify architecture of computer object code SVM, Decision tree, Random Forest, Naive Bayes,
Neural network

Accuracy¼90%

Table 15
Advantage and disadvantage of detection approach.

Detection approach Advantages Disadvantages

Anomaly � Dynamically adapt to new, unique, or original attacks.
� Less dependent on identifying specific operating system

vulnerabilities
� Effective to detect new and unforeseen vulnerabilities

� Higher false alarm rates
� Usage patterns that change often and not be static enough to implement an

effective behavior-based IDS.

Signature � Lower false alarm rates
� Alarms are more standardized and more easily understood

than behavior-based
� Simplest and effective method to detect known attacks (Liao

et al., 2012)

� Signature database must be continually updated and maintained
� Ineffective to detect unknown attacks, evasion attacks, and variants of known

attacks (Liao et al., 2012)
� Time-consuming to maintain the knowledge
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Besides the anomaly approach, another type of approach is
called the signature approach. Table 14 presents the signature
approach.

As is seen in the table above, signature detection approach
detects malicious activities by matching the normal pattern with
abnormal signatures. It also discovers malware pattern by using
the signature which is stored in a database. However, this ap-
proach is unable to detect unknown malware if the signature is
not yet available in the database. Moreover, this type of approach
needs to frequently update the signature database so as to ensure
that it able to detect new variants of malware and to define pos-
sible pattern variations (Feizollah et al., 2013a). Any mistake in
defining the malicious pattern cause a false alarm and decrease
the accuracy of the detection technique. Table 15 lists the ad-
vantage and disadvantage of the detection approach. From this
table, it noted that each of these approaches has its strengths and
weaknesses.

4.3. Deployment approach

This section discusses the type of deployment approach used in
the IDS. This section looks at how the deployment approach (hy-
brid, network and host-based) monitors and detects malicious
activities (Inayat et al., 2015; Shameli-Sendi et al., 2014; Lar, 2011).
Hybrid-based Intrusion Detection System is a combination of both
Network-based Intrusion Detection System (NIDS) and Host-based
Intrusion Detection System (HIDS) approach (Butun et al., 2014).
NIDS is used analyze data over the network traffic by using deep
packet analyzer (Zhang et al., 2003). The packet analyzer is able to
identify any malicious activities during interactions between the
network and computer (Patel et al., 2012). HIDS monitors and
analyzes any intrusive activities which assess the system re-
sources. The HIDS focuses on memory, the device, CPU con-
sumption, the user, system activities and also file systems (Weiss
et al., 2012). Andromaly (Shabtai et al., 2012) is an example of
host-based malware detection.
The HIDS collects resource from mobile devices, computers,

and servers. Over the years, the boom of mobile devices has sti-
mulated users into replacing personal computers in terms of the
Internet usage particularly in the use of online banking, games,
emails, social media, and news articles. The mobile device is more
appealing to users since the applications are downloadable and are
free from the official website.

4.4. Mobile malware

The emergence of mobile devices and their usage on sensitive
application such as internet banking has risen the threat and
makes them the target of malware authors. To understand the
malware threat, this section discusses a review of mobile malware.
We have selected papers contributed to the research of mobile
malware from ISI Web of Science database published in 2005–
2015. Fig. 6 demonstrates publication trends related to mobile
research.



Table 16
List of malware features.

Type of features Features Reference

Dynamic Systems calls (Grégio et al., 2011; Fei-
zollah et al., 2015)

Network traffics (Muniyandi et al., 2012;
Feizollah et al., 2015)

System components (Feizollah et al., 2015)
User interactions (Feizollah et al., 2015)

Static API (Qiao et al., 2013; Aafer
et al., 2013)

Strings (Sanz et al., 2013)
Byte (Santos et al., 2013)
URL (Thomas et al., 2011)
Permissions (Arp et al., 2014; Feizollah

et al., 2015)
Java code (Feizollah et al., 2015)
Network address (Feizollah et al., 2015)
Hardware components (Feizollah et al., 2015)
Intent filters (Feizollah et al., 2015)

Hybrid Combination static and
dynamic features

(Feizollah et al., 2015)

Application's
Metadata

Application description (Feizollah et al., 2015)

Creator ID (Feizollah et al., 2015)
Application categories (Feizollah et al., 2015)
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As part of the utilization, certain sensitive data such as pass-
words, contact lists, pictures, videos, and account numbers are
stored on these mobile devices. Due to this prominent usage of the
mobile devices, unscrupulous authors are able to turn their at-
tention to mobile devices and cause mischief. These unscrupulous
authors spread the mobile malware so as to obtain the sensitive
data and in doing so, are able to damage the systems. Mobile
malware cause financial loss for example, when sending a pre-
mium short message (SMS) without the user's consent. Mobile
malware has become a security issue whereby detection and
analysis are seriously needed so as to curb further problems. The
Android is one type of mobile operating systems which has be-
come the target of attackers (Symantec, 2014). Malgenome data
set (Zhou and Jiang, 2012) release in 2012 contains 1260 in 49
different Android malware families. In particular, the first work is
one of the most appreciated paper in mobile malware detection
because it represents the first families’ classification on Android
malware. Table 16 lists a group of malware features.

Table 16 illustrates the list of malware features. Android con-
sists of the various potential part to be a feature in malware
Table 17
Deployment Approach.

Reference Titles

(Shabtai and Elovici, 2010) Applying behavioral detection on android-based devices
(Grace et al., 2012) Unsafe exposure analysis of mobile in-app advertizemen
(Dini et al., 2012) MADAM: A multi-level anomaly detector for android ma
(Zhao et al., 2012) RobotDroid: A Lightweight Malware Detection Framewor
(Wu et al., 2012) DroidMat: Android Malware Detection through Manifest
(Feizollah et al., 2013b) Anomaly Detection Using Cooperative Fuzzy Logic Contro
(Narudin et al., 2014) Evaluation of machine learning classifiers for mobile mal
(Cen et al., 2015) A Probabilistic Discriminative Model for Android Malware

Source Code
(Gonzalez et al., 2014) DroidKin: Lightweight Detection of Android Apps Similar
(Gheorghe et al., 2015) Smart malware detection on Android
(Chen et al., 2015) Simple and effective method for detecting abnormal inte

devices
(Wang et al., 2015) Novel Hybrid Mobile Malware Detection System Integrat

Misuse Detection
(Chuang and Wang, 2015) Machine Learning Based Hybrid Behavior Models for And
detection (Feizollah et al., 2015). It shows that the effective de-
tection system for Android depends on the features.

In order to protect the user from Android malware threats, the
different solution has been proposed. For example, DroidAPIMiner
(Aafer et al., 2013) analysis malware behavior at API level to mi-
tigate Android malware installation by providing lightweight and
robust classifier. As a result, it able to achieve 99% accuracy with a
false positive rate 2.2%. (Canfora et al., 2015) proposed a static
analysis mechanism using sequences of opcode for detecting
malware in Android platform. It shows 96.88% accuracy for de-
tecting Android malware. Fig. 6 illustrates publication trends re-
lated to mobile research.

Fig. 5 shows the publications trend extracted from word map
which is related to malware. It shows three (3) categories of
publication trends including mobiles, smartphone and Android.
Android becomes popular in malware research with 42.8% of
publications. It shows that the current issue is more on Android
research and it continues to grow since 2012 until 2015. It is also
expected to increase for the next few years. This Android malware
is best described as the new direction for research in security.

Android is a mobile operating system made by Google
(Schmeelk et al., 2015). It is installed on a variety of mobile devices
and it offers Google's services like Google search, Gmail, YouTube,
and Google maps. The android also delivers a free application for
download and these easily installed on mobile devices. Such ser-
vices fascinate user's attention and so, further encourage them to
use mobile Android operating systems. The mobile Android is
more popular than other operating systems (Apvrille and Straz-
zere, 2012). Gartner estimates that 60% of mobile devices installed
with the Android operating systems (Gartner, 2015).

Android applications able to download from its official website
Google Play and also from third party markets such as SlideMe,
GetJar, and Amazon's Appstore (Narudin et al., 2014). Android
applications are free but payment is required for full premium
version. Applications are downloaded onto Android mobile de-
vices manually without using a store. Android has become a
trendy mobile operating system thus, it experiences more targets
from malware. Table 17 displays the deployment approach. As is
seen in the table below, HIDS and NIDS able to be implemented on
Android malware detection. The IDS method is used to identify
and analyze Android mobile malware (Corona et al., 2013).

4.5. Evaluation measure

This section discusses various evaluation measures used by
researchers to assess accuracy in malware detection and the ef-
fectiveness of their methods. This section identifies common
Deployment approach Detection approach Year

HIDS Signature 2010
ts HIDS Signature 2012
lware HIDS Anomaly 2012
k on Smartphones HIDS Anomaly 2012
and API Calls Tracing HIDS Signature 2012
ller NIDS Anomaly 2013
ware detection NIDS Anomaly 2014
Detection with Decompiled HIDS Signature 2014

ity HIDS Signature 2014
NIDS Anomaly 2015

rnet behaviors of mobile NIDS Anomaly 2015

ing Anomaly Detection With HIDS Hybrid 2015

roid Malware Analysis HIDS Hybrid 2015
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evaluative measures noted in the research community. The effec-
tiveness of malware detection assesses how accurate it is in de-
tecting malware through the evaluation measures used (Feizollah
et al., 2015; Wu et al., 2012). In this paper, the standard metrics is
used to evaluate malware detection. A true positive (TP) refers to
an instance where detection is correctly noted as malicious. The
higher the true positive, the better the result. A false negative (FN)
represents an instance where detection is incorrectly noted as
benign. A true negative (TN) is a benign application detected
correctly as benign. A false positive (FP) is a benign application
detected incorrectly as malicious. The following metrics are used
for evaluating malware detection systems (Gheorghe et al., 2015;
Wu et al., 2012).

� True positive rate (TPR), also called recall rate, is defined as

=
+ ( )TPR
TP

TP FN 1

� True negative rate (TNR) is defined as

=
+ ( )TNR

TN
TN FP 2

� False positive rate (FPR) is defined as

=
+ ( )FPR
FP

FP TN 3

� False negative rate (FNR) is defined as

=
+ ( )FNR

FN
FN TP 4

� Accuracy is defined as

= +
+ + + ( )Accuracy

TP TN
TP TN FP FN 5

� Precision is defined as

=
+ ( )Precision
TP

TP FP 6
Table 18
Evaluation measures.

Evaluation
measure

No. of tested
apps

Type of
analysis

Year Reference

True positive
rate

800 Dynamic 2015 (Gheorghe et al., 2015)

1738 Static 2012 (Wu et al., 2012)
2000 Static 2013 (Yerima et al., 2013)
6863 Static 2015 (Suleiman Y. Yerima

and Muttik, 2015)

True negative
rate

1100 Static 2014 (Deshotels et al., 2014)

2000 Static 2013 (Yerima et al., 2013)

False positive
rate

1000 Dynamic 2014 (Narudin et al., 2014)

1257 Dynamic 2013 (Feizollah et al., 2013a)
120 Dynamic 2012 (Dini et al., 2012)

False negative
rate

1100 Static 2014 (Deshotels et al., 2014)

2000 Static 2013 (Yerima et al., 2013)

Accuracy 800 Dynamic 2015 (Gheorghe et al., 2015)
1738 Static 2012 (Wu et al., 2012)

Precision 1000 Dynamic 2014 (Narudin et al., 2014)
174,971 Static 2015 (Cen et al., 2015)

F-measure 1000 Dynamic 2014 (Narudin et al., 2014)
1738 Static 2012 (Wu et al., 2012)
800 Dynamic 2015 (Gheorghe et al., 2015)
� F-measure is defined as

− =
+ ( )F measure

xTPRx Precision
TPR Precision

2
7

With the formula provided in assessing accuracy, the section be-
low discusses the evaluation measures. Table 18 is provided for
illustration.

From the information given, it shows that evaluation measures
and the number of datasets play an important part in calculating
malware detection system.
5. Challenges and future trends

This section discusses the research challenges and future trends
in research that is related to malware. In this section, the re-
searcher proposes some idea to resolve the issue related to mal-
ware. Numerous studies have addressed the significant issues of
malware and the challenges it poses. Nevertheless, in spite of the
many reports and studies conducted, the amount of malware
continues to increase (Alazab et al., 2012) and improvement to
counter malware attack and the response appears to be getting
less attention (Houmansadr et al., 2011). Several existing issues
regarding malware detection and Intrusion Response System have
not been fully discussed and the challenges of malware continue
to emerge particularly those from manifested in mobile devices
through free online applications.

5.1. Accuracy

The IDS operation represents one of the biggest challenges,
especially on the part of false alarm where it is perceived to be a
part of a large amount of false positive and false negative. This
incidentally generates inaccuracies in reports. False alarm is de-
scribed as triggering an alarm in false positive and false negative.
The false positive describes a situation in which the IDS triggers an
alarm when there is malicious activity or attack. In contrast, the
false negative defines an IDS as being unable to detect correct
instances under certain circumstances. Soft computing, Artificial
Intelligent, and fuzzy logic techniques are applied to minimize
false alarms while keeping the high detection of accuracy. The
effectiveness of these detection techniques is measured by the
detection rate and false alarm rate (Su, 2011). However, (Tcha-
kounte, 2014) it was pointed out that artificial intelligent techni-
ques such as machine learning-based detection have been known
to present a high false alarm rate. Besides that, anomaly based
detection and signature based detection able to generate many
false alarms (Deshotels et al., 2014; Su, 2011). Eventually, false
alarm serves as a big challenge in malware detection because it is
almost impossible to remove false alarms to mention, reducing it.

5.2. Features

In order to detect and analyze malware, a significant feature
plays an important role in the classification between normal and
malicious activities. This feature alleviates false alarms (Seo et al.,
2014). However, it is very difficult to achieve the ability to de-
termine the features of what needs to be learned in the training
phase in machine learning. Sometimes, it very difficult to decide
on the number of features for the classification task (Shabtai et al.,
2012). In order to select the best feature, the filter approach is
applied to preserve high-level accuracy detection (Shabtai et al.,
2012) and to see how specific these features are (Elish et al., 2015).
Feature selection must be significant to the detection methods
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which encompass static, dynamic and application metadata. In
addition, to ensure that most of the features are relevant, a rank
used for classification purposes before the training phase so as to
increase accuracy (McWilliams et al., 2014). In this manner, re-
searchers able to achieve better results with low false alarms.

5.3. Dataset

Recently, there has been an increase in Android malware at-
tacking users. The Android malware has been applied with me-
tamorphism and modification in order to avoid detection by users
(Lee et al., 2015). In 2013, it was found that more than 100 000
malware modifications belong to 777 families (Alzahrani et al.,
2014). The limited dataset and the lack of understanding of mal-
icious activities for a mobile device, however, restricts the detec-
tion mechanism from operating more efficiently. Although static
and dynamic analysis offer better accuracy and low false positive,
both of them generally focus on proving whether an application is
normal or malicious. Besides that, both require a clear under-
standing of malware families, unique features, and the diversity of
the sample and the existence of a modification in the malicious
application. Because of the aforementioned change occurring in
the malicious application, researchers need a new type of malware
with unique activities. As an example, researchers able to discover
a new variety of malicious applications and then reconcile to im-
prove the detection mechanism.

5.4. Risk assessment

Risk assessment is a core process that defines the probability of
certain risk levels occurring. Conducting risk assessment is quite
challenging due to the lack of risk decision making and risk as-
sessment processes. In addition, risk assessment process involves
the likelihood of the threat, vulnerabilities and consequences that
might result from the impact of the attack. Therefore, risk as-
sessment is subjective and highly challenging in defining the
likelihood and impact values, especially in qualitative methods (Lo
and Chen, 2012). Although human interpretation is subjective, it
still needs some standard evaluation to ensure the validity of re-
sults, particularly during data collection. The stage involved in
identifying risk during data collection needs to address more
caution in order to avoid missing any procedures and to apply
correct sequences.

Besides that, the risk that was identified from threat and vul-
nerabilities must be prioritized based on the criticality of the issue
at large (Anuar et al., 2013). In this regard, the role of qualitative
assessment is needed so as to improve the quality of data for es-
timating the likelihood of risk impact (Lo and Chen, 2012). In this
context, bias happens during weighting of the risk impact. En-
abling the risk impact of assessment is extremely difficult for re-
searchers who need to identify and evaluate based on their goals.
It is also hard to evaluate the effectiveness of the approaches used
(Shameli-Sendi et al., 2014).
6. Conclusion

Computer and mobile devices are vulnerable to various security
threats such as malware. According to Verizon (Verizon, 2015),
Symantec (Symantec, 2014), and PandaLabs (Lopez, 2015), it was
reported that malware has grown exponentially in recent years
and this includes rootkit, botnet, worm, spyware and Trojan horse
(Rieck et al., 2008). Specifically, the user is infected by this mal-
ware during connection to the Internet. In order to overcome such
malware problems and to apply security, it is proposed that a new
approach to detect, prevent and response to malware is necessary.
In this paper, the bibliometric method was used to analyze
malware research trends from 2005 until 2015. In this study, we
presented seven (7) criteria including impact journals, highly-cited
articles, research areas, productivity, keywords frequency, institu-
tions across and authors. These criteria helped to uncover the global
trends and frontiers related to malware publications. In the past 10
years, it was noted that the number of publications related to
malware had increased with an average annual growth rate of
34.1%. The analysis also indicated that the trend of malware pub-
lications experienced a rapid growth with increased article pub-
lications and citations. From this, it was noted that to ensure the
quality of research articles and to increase citations, it is essential to
publish articles in high-ranking journals (Ale Ebrahim et al., 2013).

In this paper, we compiled and analyzed the articles published
between 2005 and 2015. First, these were identified according to
continents. Here, it was noted that North America is the major
spatial cluster with the most production of publications in aca-
demic research. This is followed by the continent of Asia and
Europe. Even though Asia was in the second place in terms of
publication, after North America, competition is expected to in-
crease from Asia. This is because more than two (2) countries of
the Asian continent appear to be productive in publications and
they include China and India. It appears that other countries like
Taiwan, Japan, South Korea, Singapore and Malaysia are expected
to participate. Data shown earlier had indicated that China, Japan,
and South Korea also represent some of the countries where the
top 20 institutions are located in the Asian continent.

This study also highlighted the active authors in terms of
publications according to continents and of the top 20 most active
authors, it was found that Bringas Pablo Garcia A from Spain
contributed the most publications after Krugel Christopler from
the United States.

A map analysis of keyword frequencies had also been used to
describe the trends and research directions for future study in
malware related research. In the past 10 years, several keywords
and titles such as “malware detection”, “algorithm“, “attack”,
“malware analysis”, “security” served as important words in re-
search related to malware.
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