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Abstract

In this review we investigate what the available data on the predictive validity of peer review can add to our understanding
of judgmental forecasting. We found that peer review attests to the relative success of judgmental forecasting by experts. Both
manuscript and group-based peer review allow, on average, for accurate decisions to be made. However, tension exists between
peer review and innovative ideas, even though the latter underlie scientific advance. This points to the danger of biases and
preconceptions in judgments. We therefore formulate two proposals for enhancing the likelihood of innovative work.
c⃝ 2010 International Institute of Forecasters. Published by Elsevier B.V. All rights reserved.
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1. Introduction

Peer review is quintessential in science. As the
outcome of a peer review process cannot be based
solely on historical data, some form of judgmental
assessment is implied. Ultimately, this assessment
comes down to forecasting the impact of the work
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under review. In the sciences, the ‘impact’ can be
measured via citations. Therefore, a knowledge of the
daily practice of peer review can be informative in
regard to the process of judgmental forecasting, and
vice versa.

In this review we investigate what the available
data on the predictive validity of peer review can
add to our understanding of judgmental forecasting.
First, we briefly introduce peer review, the major
contexts in which it is used, and the decision-making
process involved in it. We then explain how this
decision-making inevitably implies a prediction of the
impact, and the way in which impact in the sciences
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can be measured via citations, notwithstanding their
limitations. The review part of this article focuses
on (1) manuscript peer review, its reliability and its
predictive validity; (2) group-based peer review and
its predictive validity; and (3) the tension between peer
review and innovation. Next, we present two proposals
to enhance the chances of innovative work. We
conclude with a discussion of the potential influence
of the study of peer review processes on judgmental
forecasting research.

2. Peer review

Peer review is the practice of having knowledgeable
colleagues judge the ideas and findings of a scientist.
In this article we focus on two types of peer review
processes. One is the review of manuscripts as it
is generally practiced in academia: two or more
peers review a manuscript upon request from the
editor or editorial team of the journal to which the
manuscript was submitted. In most cases the identities
of the reviewers remain unknown to the author(s) of
the manuscript. The peers are invited to review the
scientific quality of the work and judge its suitability
for publication in the journal. Almost no research,
however, has been devoted to the mechanisms of this
manuscript refereeing process (Bornmann & Daniel,
2010; Suls & Martin, 2009). The second type of peer
review process involves committee meetings which
are typically aimed at the allocation of research grants
or fellowships. Although some qualitative studies have
focused on the processes involved in such group-
based peer reviews (Langfeldt, 2001, 2004; Obrecht,
Tibelius, & D’Aloisio, 2007), this type of peer review
process is still seldom studied.

An analysis of both types of peer review processes
reveals that they are clearly relevant for scholars who
are studying judgment, decision-making, and fore-
casting. At least four distinct judgment and decision-
making steps are identifiable in the manuscript peer
review process. First, the (associate) editor or edito-
rial team receiving the manuscript decides whether or
not to send the manuscript for review (so-called triag-
ing). Second, the editor decides who to invite to re-
view the manuscript. Third, after the manuscript has
been sent for review, the referees assess its quality and
importance and decide whether it should be accepted
for publication immediately, after revision or not at all.
Fourth, the editor integrates the advice of the referees
and decides on the paper’s acceptability. In theory, the
peer review cycle then stops for rejected papers, un-
less the authors decide to protest the decision. In prac-
tice, many rejected papers will then go through all four
steps again, as authors often opt to target another jour-
nal. For papers that are accepted pending revisions, the
second, third, and fourth steps will often be repeated,
depending on the substance of the revisions required.
Of course, this prototypical process has many varia-
tions, sometimes consciously introduced (e.g., when
journals collaborate to pass on reviews, see Saper &
Maunsell, 2009), and other times resulting from tradi-
tion (e.g., communal decision-making among editorial
board members of journals in the humanities).

Group-based peer review processes are even more
diverse. We focus on committees that award research
grants or fellowships. Committees will generally
have an initial discussion, during which general
impressions are exchanged, and which may or may not
involve triaging. A division of tasks is then provided,
either by sending proposals for external review or by
dividing the work amongst the committee members.
Sometimes the chair alone assumes both tasks. Third,
regardless of whether or not an external review has
occurred, the committee members will form their own
judgments. Occasionally this judgment is an explicit
part of the procedure, as committee members must
submit judgments prior to a committee meeting; often,
however, it is implicit, as committees simply meet to
discuss and decide. Fourth, a group-based peer review
process ends with a decision, for example to award a
fellowship, to offer funding, etc. As was noted earlier,
there are many variations of this prototypical process.
For example, committees may meet more often in
order to facilitate interviews with candidates or to
comply with a two-step funding application procedure.

Clearly, both the manuscript and group-based peer
review processes are relevant to scholars of decision-
making. We are interested in the judgment and
decision-making itself, as well as in the way in which
advice is gained and handled, the procedures followed,
and, especially, the forecasts implied. Let us explain
the last statement. In the case of manuscript peer re-
view, the forecast concerns the potential future impact
on the research community. Journals, especially the
most reputable within a particular area, require their
papers not only to be of a high quality and address
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relevant and important topics, but also to evidence the
potential for future impact on the field. After all, pub-
lishing influential papers is the means of establishing
or reinforcing a journal’s importance (Starbuck, 2005).
Of course, editors do not ask for exact forecasts of a
paper’s impact or for a prediction of the citation inter-
val, but they do request the reviewers to indicate why
they deem a paper to be potentially influential and how
they think it might influence the field. In group-based
peer review processes the forecasting aspect is often
more explicit, as committees are asked to judge the
scientific quality, productivity, relevance and/or future
impact of the work of candidates or consortia. In prin-
ciple, committees working for funding agencies aim to
provide opportunities for the applicants with the high-
est potentials. In summary, one might say that peer re-
view is all about the future.

How then can the accuracy of the forecasts that
are inherent in peer review be measured? In science,
citation counts are widely used to assess impact. But
can citation counts shed light upon the validity of
the decisions resulting from peer review processes?2

As citation counts are not without controversy, to say
the least, many scientists will instinctively provide
a negative answer. Among sociologists of science,
two basic positions are distinguishable (for a detailed
discussion, see Bornmann & Daniel, 2008b). One
holds that citations indicate that an author has used
the works cited. Hence, in this normative view, which
builds on Robert K. Merton’s sociological theory of
science, citations represent an intellectual or cognitive
influence on scientific work. The other position,
however, holds that scientific knowledge is socially
constructed, and thus doubts the validity of citations as
a measure of scientific impact. In this view, the central
problem is the lack of clear norms and conventions
for using citations. As a result, citations, rather than
measuring the scientific impact, may instead serve a
persuasive function.

Both the normative and social constructionist cita-
tion theories have been empirically tested (Bornmann

2 Of course, citation counts are not the only possible way to
scrutinize the selections by peers. Thanks to the fact that the positive
decisions of peers, i.e. to publish, to grant, to fund, etc., are generally
made public, the decisions themselves are open to scrutiny by other
peers, and by the public too. As was illustrated by the outrage
resulting from the publicizing of misbehaviour at Chaos, Solitions
& Fractals (Skoda, 2008), the wider academic community does take
up this important task.
& Daniel, 2008b). The adherents of normative theory
argue that citations correlate with other indicators of
scientists’ impacts, such as peer judgements, research
funding, departmental prestige, awards and honors.
Social constructionists, however, point to the depen-
dence of citations on the characteristics of the partic-
ular scientific field, journal, article, author, readership,
and/or timing of publication. Based on the available
evidence, it can be concluded that citations can be a
valid measure of impact if the level of aggregation at
which they are counted is sufficiently high (van Raan,
2004a). It has repeatedly been observed that, at the
level of the individual (paper), citation counts are un-
reliable measures (e.g. Lehmann, Jackson, & Lautrup,
2006). At an aggregated level, however, citation counts
provide insights into the way in which a body of re-
search impacts the field; for example, whether the
research has been published by a particular journal,
funded by a certain agency, or pursued by a certain
department. Hence, in this review of the judgmental
forecasting qualities of peers, we have also included
studies that use citation counts.

Before we continue, we should draw attention to
the possibility of contemplating alternatives to peer re-
view. Indeed, it is far from certain that peer review
is the best way to advance science. As we will see,
many scientists have observed that the peer review
system is anything but perfect, and some have con-
cluded that abolishing peer review would be advisable
(Abrams, 1991; Horrobin, 1996). In fact, alternatives
and improvements to peer review are permanently
on the agenda of scientists (e.g. Diener, 2009), so-
ciologists of science (e.g. Moed, 2007), and fund-
ing agencies (e.g. the National Institutes of Health,
see http://enhancing-peer-review.nih.gov/). However,
a full discussion is beyond the scope of this review,
as our primary interest lies with the decision-making
involved in peer review processes.

3. Manuscript peer review

In this section we discuss the reliability, internal va-
lidity, and external validity of referee reports. We then
present findings on the predictive validity of editorial
decisions.

http://enhancing-peer-review.nih.gov/
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3.1. Reliability, internal validity, and external validity
of referee reports

“The role of the editor takes on its most compelling
meaning when the editor must use two clearly
conflicting reviews to decide the disposition of the
manuscript. At that point, the discipline begins to
advance or to retreat.”

Glidewell (1988, p. 769)

The most common measure of the reliability of
manuscript peer review at any particular moment is
inter-referee agreement. Cicchetti (1991), however, in
a comprehensive analysis of the reliability of journal
peer review, concludes that reviewer agreement is
very low. Based on a study of the relevant literature,
Weller (2001, p. 181–200) concludes likewise that
practically every study, across a range of journals,
indicates that the levels of inter-referee agreement,
when corrected for chance, fall in the range of 0.20
to 0.40, corresponding to a low level of reviewer
agreement. For many scholars, the failure to achieve
acceptable levels of agreement is the most basic
and broadly supported criticism of peer review
(Jayasinghe, Marsh, & Bond, 2006). Small-scale
experiments have confirmed this lack of reliability
in peer review (e.g. Ernst, Saradeth, & Resch, 1993;
Peters & Ceci, 1982). Interestingly, reviewers are
twice as likely to agree on which scientific documents
to reject as on which to accept (Weller, 2001, p. 193).
This finding is reassuring, in a way, since it is the truly
unsound or poor research that should not be published.
However, the level of agreement among reviewers is
generally not much higher than that which would be
expected to occur based on chance alone.

But how important is inter-referee agreement? Is
it a relevant criterion for judging the manuscript
peer review process? In our opinion, inter-referee
agreement is not all-important: it is a statistical
criterion that presumes the existence of a single exact
— or at least a prototypical — way of arriving
at scientific knowledge and presenting it in writing
which referees use as the template when reviewing a
manuscript. However, no such unique path to universal
truth exists (Fara, 2009, p. 363). Reviewing is a human
activity, and one consequence of this is that the small
sample of referees will influence the outcome of the
review process. Reviewers’ personal traits are also
a factor, since reviewers vary enormously in their
attitudes, practices, and viewpoints (Graue, 2006).
Some reviewers are naturally more lenient, whereas
others are harsher (Jayasinghe et al., 2006; Siegelman,
1991). In an editorial study on the correlations of
ratings on four dimensions of reviewed manuscripts,
Glidewell (1988) found that the correlations between
ratings by two reviewers on the same dimension were
consistently lower than the correlations between the
ratings by the same reviewers on different dimensions,
hinting at the influence of personal traits. Also notable
are differences in worldview and scientific school,
which inevitably influence a referee’s judgment
(Kostoff, 1995). According to Bedeian (2004), two
referees who are commissioned to review the same
manuscript actually read different works, because each
constructs a unique interpretation of its content. For
authors, the implication is clear: one needs a bit of luck
when reviewers are assigned.

Instead of focusing solely on reliability, as mea-
sured by inter-referee agreement, we wish to draw at-
tention to the relevance of review reports. Specifically,
along the lines of the constructionist science philoso-
phy and its implications for the evaluation of findings
(Engels & Kennedy, 2007), we consider the credibility
(internal validity) and applicability (external validity)
of referee reports as the more important criteria. The
credibility of a referee report refers to the degree to
which it contains information indicating that the re-
viewer is indeed knowledgeable about the topic and
has spared no effort to offer advice. One implication of
this is that the diversity, rather than the level of agree-
ment, of advice provided by reviewers is pivotal to the
credibility of such advice. Indeed, some editors delib-
erately select reviewers with different areas of exper-
tise because this can be helpful both to the editorial
team and to the authors. Also, reviewers often com-
ment on different aspects of a paper instead of really
disagreeing (Fiske & Fogg, 1990). The reviewers can
offer valuable points from different backgrounds and
therefore reach different conclusions about manuscript
acceptance and rejection. In short, although low inter-
referee agreement may diminish the reliability of peer
review, it can also raise its internal validity.

Likewise, the external validity of referee reports
can benefit from inviting reviewers from different
backgrounds. After all, peer review intends to both
help authors improve their manuscripts and support
editors (or editorial teams) in their decision-making.
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Hence, peer advice should be applicable, in the
sense that it is both useful to authors and help-
ful to editors. Indeed, according to surveys of both
readers and authors in medicine and psychology,
the quality of manuscripts increased after peer re-
view (Bradley, 1981; Goodman, Berlin, Fletcher, &
Fletcher, 1994; Nickerson, 2005; Pierie, Walvoort, &
Overbeke, 1996). Moreover, the length of reviewers’
comments appears to be positively correlated with
post publication citations (Laband, 1990). At the same
time, however, many authors attribute at least some of
the changes requested by the editors and/or review-
ers to subjective personal preferences, bias and even
whim (Bradley, 1981). This last finding points to the
ambiguous relationship between authors and peer re-
view. Evidently, the authors of accepted manuscripts
view the review process with somewhat more satisfac-
tion than authors of rejected manuscripts (Nickerson,
2005; Sweitzer & Cullen, 1994). Authors prefer re-
viewers to provide “specifics regarding problems they
see and, when feasible, concrete suggestions for fixing
them and for otherwise improving the presentation”
(Nickerson, 2005, p. 662).

Editorial decision-making is more complex than
simply counting votes, and diverse reviewer comments
can facilitate and improve it. Editors frequently so-
licit more reviews when confronted with clearly di-
vergent reviewer opinions. Alternatively, they may
resolve the disagreement by themselves, seek input
from associate editors, or discuss subsequent steps at
editorial meetings (Weller, 2001, p. 196). What is cru-
cial, however, is that editors consider the content of
disagreeing reviewers’ reports in order to arrive at bal-
anced decisions. If the referees’ views are counted as
votes for deciding whether a submission should be ac-
cepted, then a lack of agreement among the review-
ers is merely a liability (Fletcher & Fletcher, 2003).
Unfortunately, such vote counting systems appear to
be in place all too often. Armstrong (1997) observes
that the most prestigious journals, which have large
supplies of papers, are mostly filled with papers that
have only positive reviews, a result that has been con-
firmed for journals in various different fields (Bakanic,
McPhail, & Simon, 1990; Bornmann & Daniel, 2010;
Kupfersmid & Wonderly, 1994, p. 56). Editors may
also be concerned about being fair, and therefore in-
voke vote counting as a transparent system. However,
in order to benefit from the diversity of the review-
ers’ inputs, editors must resist the temptation of an os-
tensibly objective system and instead weigh the evi-
dence, with a view to pointing authors in a particular
direction. An editor with a knowledge of the review-
ers’ personal traits and scientific schools can make an
informed decision about a paper’s acceptability and
quality and assess its potential impact. For an editor,
votes by lenient “zealots” to reject and by harsh “as-
sassins” to accept can be particularly decisive (Siegel-
man, 1991). In summary, editors, when faced with a
sharp disagreement, should ask themselves: “How can
I explain this disagreement?” and “What kind of work
must this be, if these two discerning reviewers disagree
so sharply?” (Glidewell, 1988, p. 766).

We conclude that reviewers’ judgments of manu-
scripts differ rather often. However, that reviewers
hold diverse opinions should not be a problem. Of
course, it is important for both authors and editors to
know why they differ in opinion. If the editors are pre-
pared to weigh the recommendations of the individ-
ual reviewers, then a diversity of opinions enhances
both the internal and external validity of review re-
ports. Clearly, the manuscript peer review process con-
sists of much more than just refereeing by peers. One
could argue that editorial decision-making, including
triaging, choosing referees and deciding on accep-
tance/rejection, is in fact more influential, especially
since this decision-making is generally done by only
one or a few people. In the next section we investigate
whether editors are indeed able to select the best arti-
cles, that is, to accurately assess the future impact of
the submissions to their journals.

3.2. Predictive validity of editorial decisions

The most important question is how accurately the
peer review system predicts the longer-term judgments
of the scientific community. One way to address this
would be through citation data; articles that stand
the test of time should be highly cited relative to
others in the same field, even several years after their
publication.

Jennings (2006)

As was postulated in the introduction, citation
counts can be considered good indicators of the
impact of a body of research. It therefore follows
that, if peer review is a good method of selecting
the best articles, and thus of forecasting their impact,
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the articles published by leading journals should
receive more citations on average than articles which
were rejected by the same journals but subsequently
published elsewhere. Such a comparison is possible,
as more than half of the manuscripts rejected on initial
submission are later published elsewhere (Weller,
2001, p. 64). This allows the average and median
numbers of citations of submissions accepted for
publication by a specific journal to be compared with
that of manuscripts rejected by the same journal but
later published elsewhere. The few such studies that
have been done have all found similar results, viz. a
rather high degree of predictive validity of peer review
and subsequent editorial decisions.

The first study of this type concerned submissions
to the Journal of Clinical Investigation (Wilson,
1978). Papers published in this journal were cited
approximately twice as often during the first four years
after publication as papers rejected by the journal but
published elsewhere, thus leading to the conclusion
that the peer review system was effective in separating
high- from low-impact papers. Similar results were
found for submissions to Angewandte Chemie (Daniel,
1993), Cardiovascular Research (Opthof, Furstner,
van Geer, & Coronel, 2000), and American Journal of
Neuroradiology (McDonals, Cloft, & Kallmes, 2009).
In a further study of submissions to Angewandte
Chemie, the average citation counts of accepted
and rejected manuscripts were compared to subfield
specific averages (i.e. baseline values; see Bornmann
& Daniel, 2008a). The results provided further
evidence for the hypothesised high predictive validity
of peer review and editorial decision-making.

A possible criticism of these studies is that not
only do the citations received by the initially accepted
papers contribute to the relatively high impact factors
of the journals in which the papers appear, but also
the papers receive citations precisely because they
have been published in reputable journals. In other
words, the prestige of journals may be a confounding
variable in researching the predictive validity of their
editorial decision-making. Indeed, if articles receive
more citations because they appear in higher-prestige
journals and journals gain prestige because they
publish articles that receive more citations, then the
feedback conditions for self-fulfilling prophecy are in
place (Starbuck, 2005).
One empirical study in the biomedical field found
that article citations and a journal’s impact factor are
poorly correlated because the distribution of article
citations is highly skewed, even for individual authors
and within defined journal impact cohorts (Seglen,
1994). The author concluded that the citation rates of
articles do not seem to be detectably influenced by
the status of the journals in which they are published.
Leimu and Koricheva (2005) draw similar conclusions
in their analysis of data for ecology papers and
journals. However, other researchers have concluded
exactly the opposite: that the average citation rate of
the journal that published a particular paper is in fact
the best predictor of the paper’s citations (Callaham,
Wears, & Weber, 2002; Judge, Cable, Colbert, &
Rynes, 2007). In other words, the likelihood of results
being overlooked by the scholarly community is
negligible when they are published in journals with
high relative impact factors, and the likelihood of
a relatively high citation rate increases almost six-
fold for papers published in the most prestigious
journals (Racki, 2009). This assertion coincides with
the intuition of Eugene Garfield, the founder of the
Web of Science, who believes that “the extent of a
paper’s “citedness” (. . . ) is fairly predictable. If it’s
published in a high-impact journal, it is highly likely to
be cited. If it’s published in a lower-impact periodical,
it may remain uncited — even if it received high
marks in prepublication peer review or is frequently
read” (Garfield, 1991, p. 390). Based on the available
evidence, it appears likely that “citedness” is indeed
influenced by journal prestige.

Nonetheless, it is also the case that publications in
prestigious journals matter greatly to authors. Hence,
it is just as plausible that leading journals have the
first choice of articles and can therefore select the best
papers. Although this may be true in a general sense,
prestigious journals also tend to publish many arti-
cles that are rarely cited (Starbuck, 2005). Further-
more, less prestigious journals publish some excellent,
highly cited articles, and it is common for highly cited
articles to have been rejected by multiple journals.
So although high impact papers often appear in lead-
ing journals, the journals’ editorial decision-making
process can result in both type I and type II errors
(Bornmann & Daniel, 2009). In the context of edito-
rial decision-making, a type I error involves the pub-
lication of a manuscript that is later cited either as
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frequently as or less frequently than the median cita-
tion count of the manuscripts rejected by the journal;
a type II error concerns the rejection of a manuscript
that, following its publication in another journal, is
cited as frequently as or more frequently than the me-
dian citation count of the manuscripts accepted for
publication in the former journal. Indeed, the critics of
peer review offer various examples of eyebrow-raising
editorial decisions regarding later classics. There are
such examples in practically every field, ranging from
difficulties in having findings published and having
findings temporarily neglected to facing long delays in
having major findings published (Campanario, 1993,
1998; Gans & Shepherd, 1994).

When reading about such examples, one wonders
whether the predictive validity of editorial decision-
making can be better than mediocre. However, the case
presented by the critics of peer review relies mostly on
anecdotal evidence (for an exception, see Gottfredson,
1978). Some of these anecdotes refer to articles that
go unnoticed for years and then suddenly attract a
large number of citations. However, such “Sleeping
Beauties” are in fact extremely rare (van Raan, 2004b).
Indeed, the strength of peer review’s supporters is the
statistical, rather than anecdotal, foundation of their
argument.

We conclude that the predictive validity of edito-
rial decision-making is reasonable. Although a halo
effect probably exists for articles published in pres-
tigious journals, this effect cannot account for high
or even moderate numbers of citations. Nonetheless,
some initially rejected articles receive many citations
when published, thus testifying to incorrect editorial
decision-making and flawed peer judgment.

4. Group-based peer review

Every scientific institution that uses peer review has to
deal with the following question: Does the peer review
system implemented by my institution fulfil its declared
objective to select the best scientific work?

Bornmann and Daniel (2006, p. 428)

In this section we address the reliability and validity
of group-based peer review. Specifically, we review
studies which are concerned with the peer review
of award, grant or fellowships applications. We limit
our scope to this type of committee peer review
because it generally involves committee members who
are affiliated with different universities and mainly
concerns the scientific quality, productivity, relevance
and future impact of the proposals or works submitted.
In contrast, committees concerned with recruitment,
tenure and promotion involve at least a majority of
members belonging to one university or institute, and
must take several non-scientific considerations into
account in their decisions (e.g. institute policy or
candidate demands).

A limited number of research studies qualify for
discussion in this section. Few studies have experi-
mentally addressed the issue of the reliability of peer
review for grant applications, and these have typically
come to the conclusion that the reliability of the pro-
cess is low and open to improvement (Cicchetti, 1991;
Hodgson, 1995; Jayasinghe et al., 2006; Marsh, Jayas-
inghe, & Bond, 2008). As in manuscript peer review,
however, diversity in the reviewers’ opinions need
not be a liability, and may in fact facilitate decision-
making (Langfeldt, 2001). Indeed, a low level of inter-
reviewer agreement may indicate that the committee
and its assessments are highly competent because the
committee represents multiple views of what consti-
tutes good research.

Most studies regarding group-based peer review
investigate the correlation between committee deci-
sions and the beneficiates’ academic output, as mea-
sured by publications and citations. Pioneering works
by Nederhof and van Raan (1987, 1989) compared
the recipients of cum laude doctorates with the re-
cipients of ordinary doctorates in physics and chem-
istry, respectively. The authors concluded that the cum
laude recipients produced substantially more publica-
tions than did their counterparts, both before and af-
ter being singled out as exceptionally promising re-
searchers, and also that their publications received
more citations. Hence, the doctoral committees’ de-
cisions to award cum laude designations appeared to
be valid from the perspectives of both past and future
performance.

Other studies have worked along the same lines
and investigated the predictive validity of commit-
tee peer review in awarding distinctions or fellow-
ships. For example, Mavis and Katz (2003) found
that, during the study’s ten-year follow-up window,
the successful applicants to the March of Dimes
Birth Defects Foundation published significantly more
peer-reviewed papers than did the unsuccessful appli-
cants. The successful applicants also received more
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citations, were more likely to receive federal grant
funding, and outnumbered the unsuccessful appli-
cants in securing positions at top-ranked institutions.
Similarly, Bornmann and Daniel (2005, 2006) anal-
ysed the bibliometric performance of approved and
rejected applicants for Boehringer Ingelheim Fonds
(BIF) fellowships. They observed that articles by the
approved applicants were systematically cited more
frequently than articles by the rejected applicants, both
prior to and after the allocation of the fellowships.
Moreover, the articles by both the approved and the
rejected applicants were cited considerably more of-
ten than the average publication in the chosen journal
sets.

Nevertheless, we should be cautious about jumping
to general conclusions regarding the predictive valid-
ity of group-based peer review. The aforementioned
studies analyse average values, which can be strongly
influenced by individuals (or articles) at the extreme
ends of the distribution. For a more accurate picture,
we must investigate the frequency of type I and type II
errors. In the context of awarding fellowships, a type
I error is the overestimation of an applicant, mean-
ing that an applicant was funded but subsequently per-
formed below the median of the rejected applicants;
a type II error is the underestimation of an applicant,
meaning that an applicant was not funded but subse-
quently performed above the median of the accepted
applicants. Reassuringly, at least in biomedicine, type
I errors appear to be infrequent. However, type II er-
rors occurred for approximately one rejected appli-
cant in three (Bornmann, Wallon, & Ledin, 2008).
Although the limited availability of funding may also
be to blame, this relatively high level of type II errors
illustrates that experts cannot always recognise and
reward the best.

Other studies attest to this. van den Besselaar and
Leydesdorff (2009) examined the Dutch Research
Council and found that, in the social and behavioural
sciences, the bibliometric indicators for the past per-
formances of successful grant applicants were sig-
nificantly higher than those of unsuccessful appli-
cants. However, when compared with the success-
ful applicants, the best non-funded applicants had
significantly higher scores on past performance than
those who received funding! The authors concluded
that the council succeeded in identifying and dis-
carding the least merited applications, but not in se-
lecting the “cream of the crop”. Similarly, Horn-
bostel, Böhmer, Klingsporn, Neufeld, and von Ins
(2009) showed that the successful and unsuccessful
applicants for a highly demanding and prestigious
German funding scheme have highly similar profiles
in both their past performances and their performances
subsequent to receiving the grant. On some indica-
tors the rejected group outperformed the approved
one; however, the approved applicants were more suc-
cessful in securing professorships. Melin and Danell
(2006) examined a Swedish programme and found no
important differences between the 20 applicants who
were rejected and the 20 who were approved (these 40
applicants had been selected for further review from
500 initial applicants). In fact, the existing minor dif-
ferences favoured the rejected group. However, after
approval, the situation changed: the approved group
did significantly better, attracting more funding and
generating far more patents. The last two studies im-
ply that peer review committees which award grants
or fellowships can create differentiation among in-
dividuals who perform similarly up to the time of
application. Hence, committees do more than merely
select candidates: they also shape candidates’ futures
to a certain extent, thus giving some scientists an ad-
vantage. A Matthew effect (allowing those at an ad-
vantage to gain more reputation and resources) may
therefore ensue (Langfeldt, 2006). Moreover, the ap-
parent predictive validity of the peer review process
may prove to be a self-fulfilling prophecy.

In summary, committees of peers appear to mostly
succeed in “discarding the tail” and selecting groups of
excellent researchers. Nevertheless, type II errors oc-
cur rather often, undermining the predictive validity of
peer review. Moreover, researchers who are awarded
funds then begin to attract more opportunities; the out-
come of the selection process actually helps them ei-
ther become or remain the best. This raises suspicions
that the predictive validity of committee peer review is
a self-fulfilling prophecy.

5. The tension between peer review and innovation

The more innovative and interesting the paper, the
more likely it is to be rejected, in my experience.

Graciela Chichilnisky (cited by Gans & Shepherd,
1994, p. 177)
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Contemporary science and the philosophy of
science generally accept that the process followed
to reach a result influences the result itself. In this
sense, peer review is a socially constructed process
that helps to define scientific output and advancement.
However, within this context, most statistical studies
show a generally positive correlation between peer
review and bibliometric indicators. Peer review can
usually select the best articles and the best researchers,
or at least “discard the tail”. Nevertheless, there exists
a significant margin of error, especially type II errors,
some of which become anecdotes that (supposedly)
illustrate bias in peer review. Can these errors help us
to understand the small group judgemental forecasting
process that creates them?

There exists an abundant body of literature —
and vivid discussion — on fairness and forms of
exclusion and bias in peer review (e.g. Campanario,
1998; Marsh & Bornmann, 2009; Weller, 2001, pp.
207–246). Subjects of possible bias include: the
academic status of the scientist or institution, ethnicity,
gender, ideology, or scientific school. Although such
biases can be pernicious to those who face them, they
are not directly related to scientific excellence and
future citations — they only decide the extent to which
certain categories of people are admitted to the (core
of a) discipline. One bias, however, does have a strong
relationship with excellence and citations: the bias
against innovative ideas.

High quality and excellence are intertwined with
new ideas and methods. Commenting on clinical sci-
ence, Horrobin (1996) noted that quality research
should be truly innovative and present ideas that will
be regarded as important 50 years hence. In basic sci-
ence, quality research must lead to genuine new un-
derstanding and eventually to clinical advance. In the
clinical field, real innovation leads directly to improve-
ments in patient care. Horrobin’s view is easily gener-
alised to other disciplines. Innovation is what leads to
progress.

In this sense, it is discomforting to learn that many
genuinely new ideas have experienced difficulties in
reaching wider audiences (Campanario, 1993, 1998;
Gans & Shepherd, 1994). The history of science is
replete with examples of innovations that were not
recognised until years later. Examples include the
belated recognition of Mendel’s work in genetics and
Mayer’s discovery of the first law of thermodynamics
(Armstrong, 1982a), and the delayed acceptance of
the Australopithecus as a human ancestor (Gould,
1977, pp. 207–213). Moreover, a common complaint
is that peer review leads funding agencies to act
too conservatively, thus making it difficult to obtain
funds for innovative projects (Campanario & Acedo,
2007).

So what is it that makes peers reject innovative
findings and ideas? As innovation is a central tenet of
science, it is hard to believe that there is an intentional
bias against it. This bias, although very subtle, has
been analysed from several different angles. Horrobin
(1996) refers to an interplay of competing interests of
peers and scarce resources. Peers are specialists in the
field, and therefore compete as applicants. Moreover,
in the context of scarce resources, innovative (and thus
risky) applications are likely to arouse opposition from
administrators, reviewers and committee members.
Consequently, such applications often encounter more
difficulties in obtaining funds.

However, competing interests and resource scarcity
are not themselves sufficient barriers to innovative
ideas: they merely create the context in which
decisions must be made. Within this context, certain
psychological traits come into play, namely, a
conservative bias towards the established ideas and
personal viewpoints. Several psychological studies
confirm this tendency (Mahoney, 1977; Weller, 2001,
p. 223–224). These studies report that reviewers are
strongly biased against papers which present results
which are contrary to their beliefs. For example,
in a survey of the editors of 16 leading American
Psychological Association journals, Armstrong and
Hubbard (1991) found that empirical manuscripts
with controversial findings were treated more harshly.
In addition, via the observation of 10 meetings of
grant-awarding committees, Travis and Collins (1991)
revealed that committee members sometimes make
decisions based upon their adherence to scientific
schools of thought, thereby demonstrating what the
authors label “cognitive similarity”. On the basis of
such observations, Travis and Collins point out that
science is a social system and that there is a cognitive
view of science. The social system exhibits similarities
in social positions, possibly leading to biases against
certain categories of people (gender, institution, etc.).
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The cognitive view of science is based on similar
views, and thus may cause a bias against new ideas.

Of course, this is reminiscent of Kuhn’s theory of
scientific paradigms. According to Kuhn’s philosophy
of science, a particular set of views and practices
guide science at a certain moment. This is a paradigm.
Scientists are normally not prone to developing new
theories, and will even suppress new theories proposed
by other scientists because such theories undermine
the foundations on which scientists base their
everyday practice. Scientists neglect disconfirming
evidence and anomalies. However, when anomalies
continue to accumulate, new theories suddenly
have more opportunities to challenge the existing
paradigms. When a new theory prevails, Kuhn speaks
of a scientific revolution or paradigm shift. However,
before this happens, scientists are likely to encounter
serious resistance from their peers.

Obviously, not every innovation initiates a para-
digm shift, but what can be said at the macro level
about grand paradigms also applies at the micro level.
Established beliefs and practices are rather tenacious
in science. For example, in psychology and human
resources, the so-called Hawthorne effect remains a
major subject in textbooks, although later research has
blunted Elton Mayo’s argument (Armstrong, 1982b;
Levitt & List, 2009). The original idea is so persistent
because it coincides with existing beliefs about human
relationships and productivity. Attempting to publish
articles that challenge such management folklore may
encounter strong resistance (Armstrong, 1996).

In summary, preconceived ideas all too often
lead to disconfirming evidence being swept aside.
Real, qualitative development often happens through
sudden leaps: in science, through innovative ideas and
technologies. However, the selection process of peer
review can easily purvey research as merely another
addition to the paradigm; that is, as the next step in a
slow, gradual process of puzzle solving. Within such a
paradigm, peer review performs adequately in judging
quality and forecasting success. However, predicting
sudden leaps, even if they are directly in front of
peer reviewers, seems to be much harder. In the next
section we analyse decision-making in peer review
processes, with a view of addressing this hindrance to
truly innovative ideas.
6. Two proposals to enhance the chances of
innovative work

Decision-making is pivotal in peer review. Al-
though the majority of the attention is devoted to the
reviewing aspect of peer review, it is the decision-
making which follows the reviewing that is in fact
decisive. These decisions can have a severe impact
on individual scientists, as well as on journals and re-
search groups (Lawrence, 2003). So what do we know
about decision-making processes in peer review? And
how can these processes be improved in order to en-
hance the chances of innovative work?

For one thing, decision-making in manuscript peer
review is not limited to the final decision to either
accept or reject a paper for publication. Prior to that
stage, the editor (or the editorial team) has already de-
cided to consider the paper for publication (by send-
ing it for review), and has invited referees to review
it. Little is known about these and other intermediate
decision-making steps, except perhaps for the observa-
tion that desk rejections appear to be on the rise (Suls
& Martin, 2009), and that some editors deliberately
invite referees with different backgrounds, or at least
have an interest in divergent inputs (Glidewell, 1988;
Straub, 2008). Regarding making the final decision to
either accept or reject a paper for publication, one of
the few things that we know is that many journals, and
especially the leading ones, adhere to a “one negative
review and you are out” policy. Strikingly, this implies
that many editors do in fact pass on their decision-
making power to the reviewers! We suggest that this
be done in another, more positive way. Let us explain.

The system of vote counting testifies to a preoccu-
pation with avoiding type I errors. In a way, such a pre-
occupation is understandable, as the publication of
sub-standard or even faulty papers can be detrimental
to a journal’s reputation. However, vote counting is not
the best possible system, since it is type II errors, not
type I errors (rejecting papers that in fact surpass the
standards of a journal), that are most problematic for
the advancement of science. And type II errors are cer-
tainly not so infrequent that one need not worry about
them (Bornmann & Daniel, 2009; Starbuck, 2005). In
many disciplines, a possible explanation for type II er-
rors is a preoccupation with methodology instead of
intellectual novelty (Straub, 2008). Even editors rank
methodological problems at the top of their lists as a
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reason for rejection (Weller, 2001, p. 54). However, a
submission may offer refreshing new ways of looking
at an age-old problem, but the scientist’s method of ad-
dressing the problem may need (much) improvement,
as is often the case at the beginning of a new paradigm.
In the current system, such a submission faces proba-
ble rejection, not least because, being a good reviewer,
one wants to avoid creating the impression of not be-
ing up to the task. Thus, for the sake of their own repu-
tations, reviewers will highlight apparent weaknesses.
In fact, at least in the case of innovative papers, re-
viewers face situations of loss aversion (Tversky &
Kahneman, 1991), as they have more to lose (their rep-
utations) from not indicating weaknesses than to gain
(advancing science). Yet why would a reviewer who
notes weaknesses but knows that any recommendation
to reject is likely to result in rejection advise rejection?
Precisely because reviewers are likely to be in “screen-
out” mode, they will attend more to a manuscript’s
negative features than to its positive features (Shafir,
1993). Hence, at least one recommendation to reject
becomes highly likely whenever an innovative paper,
which typically contains both more negative and more
positive features than the average paper, is reviewed.
The result for many journals is a status quo bias
(Samuelson & Zeckhauser, 1988): editors will prefer
not to publish such papers whenever a reviewer recom-
mends rejection, rather than risk either losses or gains.

Given these findings, is it possible to imagine a
manuscript review process that would benefit innova-
tive submissions and limit type II errors? Our sugges-
tion is to provide regular reviewers with a limited num-
ber of decisive votes ‘pro’, instead of only votes ‘con-
tra’. In this system, regular reviewers — for example,
the members of the editorial board — would have the
right not only to voice their opinion, but also to de-
cide in favor of publication, for a limited number of
papers (e.g., one in ten reviews). In this way, although
another reviewer might be critical or even explicitly
negative about a submitted article, controversial and
innovative findings would potentially reach the best
journals faster and more often.

Decision-making mechanisms that slow or even
block innovative ideas are also at work in group-
based peer review. Committees are often confronted
with the problem of limited resources, which forces
them to be severe. In many cases the approval rate
for grants and fellowships hovers around 20% or less,
paving the way for incorrect rejections (Bornmann
et al., 2008). Moreover, committee members wish to
avoid type I errors (funding people with sub-standard
performances), and may therefore side with the least
uncertain proposals in order to ‘play safe’. The
most innovative proposals may seem far riskier than
mainstream research, and thus may be disadvantaged
in trying to secure funding under high rejection rates.
The review system itself may emphasize conservative
criteria, such as researchers’ track records and the
feasibility of the proposals (Langfeldt, 2006). In other
words, the rather high frequency of type II errors
is caused by the interplay between scarce resources,
preconceived ideas, and a fixation on reducing risk
(cf. established methodology).

But how do decisions in group-based peer re-
view come about? Although most grant schemes may
have almost identical aims, their review and decision-
making procedures vary widely, and procedural differ-
ences have significant implications for the outcomes
of the review. Langfeldt (2001) investigated the way
in which seemingly irrelevant factors such as rating
scales and peer panels’ ranking methods influenced
the kinds of projects which were funded. Langfeldt
found that a rough-rating scale (e.g. with only three
categories: ‘fundable’, ‘fundable with alterations’, and
‘not fundable’) enhanced the chances of innovative re-
search, while fine-rating scales with several categories
strengthened the established research. Moreover, am-
ple budgets favour controversial projects, while tight
budgets tend to lean toward more conservative out-
comes. In addition to budgets and rating scales, the
decision-making process itself is crucial in deciding
which projects are awarded. Langfeldt demonstrated
that three different methods led to very different out-
comes. Established research is secured when panel
members ‘eliminate’ candidates via majority voting,
or when a list of top candidates is compiled via a com-
parison of the panel members’ respective ranking or-
ders. The chances of original research are enhanced
when all members propose one candidate for fund-
ing. Thus, the review models which perform strongly
on thoroughness (fine-rating scales) and reliability
(agreement) underperform with regard to encourag-
ing controversial projects, and vice versa. Again,
when votes are counted, innovative ideas are at a
disadvantage.



W.G.G. Benda, T.C.E. Engels / International Journal of Forecasting 27 (2011) 166–182 177
Furthermore, panels tend to develop their own rules
and culture. Different panels emphasize different eval-
uation criteria, even when the funding organisation
provides them with identical guidelines (Langfeldt,
2001). Obrecht et al. (2007) observed that new com-
mittee members quickly acquire the culture of their
committee, for example through adapting their rating
behaviour. Building on the work of Kerr, MacCoun,
and Kramer (1996) regarding the exacerbation of in-
dividual biases in group discussions, they infer that
committee culture can have a strong impact on the re-
view outcome. Hodgson (1995) likewise found that the
scores of applications vary significantly depending on
which committee they are assigned to. Furthermore,
Hodgson observed that the final committee discussion
contributed significantly to the final score, leading her
to conclude that the dynamics of face-to-face commit-
tee meetings make a considerable contribution to the
peer review process.

Even when committee members provide a prelim-
inary rating of the applications before they meet, the
ensuing group discussion and decision-making pro-
cess may decrease the fairness. For example, when
funds are scarce, committee members adjust their rat-
ing behaviours and tend to side with the most negative
reviewer (Obrecht et al., 2007). This observation is to
be expected, because the task of committees facing
low approval rates is the difficult one of motivating3

the exclusion from further consideration of many ap-
plications. This will typically leave a committee with
a larger set of options than when committee mem-
bers need to decide what to include for further consid-
eration (Levin, Prosansky, Heller, & Brunick, 2001).
Given the requirement to screen out the large major-
ity of applications, a focus on negative features can be
expected (Shafir, 1993), and hence the most negative
reviewer will tend to garner the most support. In order
to counter such group dynamics, Obrecht et al. (2007)
advocate having separate individuals perform struc-
tured reviews on the basis of clearly defined criteria,
for example innovation and originality. Other authors
propose having to decide at-home scores for most ap-
plications; such scores would then free time for an in-
depth discussion of those applications where there is

3 Motivating decisions is typically required because of the
transparency rules governing funding agencies.
a significant difference of opinion (Thornley, Spence,
Taylor, & Magnan, 2002).

However, would it not be possible to implement
a decision-making procedure that would truly benefit
innovation and originality? Again, we wish to make
a proposal. Because innovative proposals which in-
volve controversial or counter-paradigmatic ideas are
unlikely to gain approval from a majority of com-
mittee members, support for such proposals will be
a minority position. Thus, if funding agencies really
desire to encourage innovative research, the decision-
making procedure should be such that it encourages
the chances of minority positions. As Kameda and
Sugimori (1995) show, this can be achieved if sub-
groups are allowed to make decisions before the sub-
group decisions are combined. Therefore, similar to
our proposal for manuscript peer review, we propose
that committees yield their decision-making power to
sub-committees for a certain percentage of proposals.
We believe that this would enhance the chances of
truly innovative proposals.

7. Concluding observations

Peer review is a good example of small group
judgmental forecasting. A small group of experts,
acting either individually or as a group, assesses the
quality and future impact of a manuscript, proposal or
candidate. As is apparent from our review, peer review
attests to the relative success of judgmental forecasting
by experts. Both manuscript and group-based peer
review mostly allow accurate decisions to be made, as
has been confirmed by several studies on the predictive
validity of peer review. In general, peer review does
a good job of selecting quality and judging its future
impact. Of course, as with every human judgment and
forecast, errors occur. Type II errors are especially
problematic for science, and at least some of these
errors can be explained by an unintentional bias of
peer review against innovative work.

Several of our findings are relevant to the study of
small group judgmental forecasting. In fact, the debate
on peer review resembles the debate on forecasting.
For example, the relative advantages of quantitative
techniques (bibliometric indicators) over expert judg-
ments (peer review), and vice versa, are the subject of
intense debate in both the discipline of science stud-
ies and the discipline of forecasting. Many scholars,
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however, consider the two approaches to be comple-
mentary (for peer review, see Moed, 2007, and van
Raan, 1996; for forecasting, see Lawrence, Goodwin,
O’Conner, & Önkal, 2006, and Wright, Lawrence, &
Collopy, 1996). We summarize our main observations
below.

First, peer review attests to the observation that in-
tegrating advice from multiple independent sources
benefits the accuracy (Bonaccio & Dalal, 2006).
Editorial boards and funding agencies are no longer
able to decide on submissions without external advice
from multiple experts. By making the sources of ad-
vice more distinguishable from each other, their ad-
vice becomes more helpful (Bonaccio & Dalal, 2006).
Indeed, seeking reviews from referees with different
areas of expertise — a common practice in certain
fields — should be encouraged, as advice from dif-
ferent perspectives is more likely to provide editors
and committees with relevant information. As in Del-
phi applications (Rowe & Wright, 2001), the experts
should be chosen carefully, based on appropriate do-
main knowledge and in order to represent the hetero-
geneity of expertise and opinions.

A second observation is that the scholarly-cognitive
background of reviewers is both their reviewer
qualification and their cognitive bias (Graue, 2006;
Langfeldt, 2006). Editors and review committees have
preconceptions and are sympathetic towards findings
that confirm their ideas. This scenario is reminiscent
of the observation that judges give more weight to
their own positions and to advisors whose preferences
are similar to their own (Bonaccio & Dalal, 2006;
Kerr & Tindale, 2004). Moreover, reviewers may
be biased against disconfirming evidence. Obviously,
such subjectivity can have a serious impact on
the assessment of the relevance of the work under
consideration. Science is the passion of a scientist,
and, as with predictions in politics, the desirability
of an outcome can influence an expert’s judgment,
and therefore its accuracy. However, there is more to
cognitive bias than the risk of inaccurate judgment. A
prediction can begin to lead its own life and influence
the events predicted, for example when researchers
become even more successful in attracting research
funding after receiving a highly prestigious grant. This
effect is potentially quite strong, because in science,
reviewers are also ‘players’, and often influential ones.
Their judgments help to shape a discipline, and their
cognitive biases can endanger the progression thereof.
Thus, cognitive bias can make a forecast less accurate,
or can even become a self-fulfilling prophecy that
hinders progress and innovation.

This brings us to our third observation in relation
to judgmental forecasting: unconventional ideas are
at a disadvantage in peer review, despite being the
core of scientific advance. Sometimes unconventional
thinking may be superior to the majority’s expert
opinion, but the power of the majority is not
easily countered. In Delphi procedures, for example,
majorities exert a strong pull on minorities toward a
consensual position, even if the minority position is
more accurate (Rowe, Wright, & McColl, 2005). The
same applies to peer review. Therefore, if editors and
review committees wish to bolster innovative research,
they should implement procedures that do just that. As
we have shown, neither vote counting nor averaging
is up to the task. Voting and averaging are adequate
strategies for selecting strong, methodologically sound
work along well established lines, but positive advice
should receive more weight if true innovation seems
to be at hand. This finding may be surprising because
averaging works well as a forecasting strategy across
a wide range of environments (Armstrong, 2001).
On the other hand, judgmental strategies perform
differently under different conditions. For example,
choosing may be preferable in circumstances when
one expert is clearly better placed to judge than others,
and there is good feedback on expertise (Soll &
Larrick, 2009). Hence, we propose that if a regular
reviewer who is known to the editor or the committee
appraises a manuscript or proposal as truly innovative,
this advice should be followed.

Our fourth observation is closely related: proce-
dures are all important. The accuracy of judgments and
forecasts can and will be influenced by small changes
in peer review procedures. Committees tend to develop
their own cultures (Obrecht et al., 2007), potentially
making it difficult to impose procedures. Individual
reviewers, however, are more inclined to follow guide-
lines (Langfeldt, 2001), and this opens up the pos-
sibility of providing them with guidelines that, for
example, anticipate the fate of controversial work.
Of particular concern are group meetings, which can
reinforce biases (Kerr et al., 1996), for example in re-
viewers’ opinions (Obrecht et al., 2007). Kerr and Tin-
dale (2004) state that groups are more likely to choose
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decision alternatives that fit within their shared repre-
sentation. Ideas that are shared among group members
will dominate, because they require no additional jus-
tification. On the other hand, new ideas which are pre-
sented by only one person need further elaboration and
experience more difficulties in being acknowledged.
In other words: groups are less than optimal users
of information, and often ignore information that is
not widely shared among their members. Thus, group
meetings can exacerbate shared cognitive biases such
as the adherence to a scientific paradigm (Travis &
Collins, 1991). In summary, in peer review as in fore-
casting, group meetings, if any (Armstrong, 2006),
should preferably happen only after preliminary inde-
pendent judgments are available.

Fifth, our findings indicate that judgments can be
seriously affected by external constraints. In peer re-
view, budgetary and time limits play major roles in the
final decision-making. The scarcity of funds or jour-
nal space is a primary cause for the refusal of innova-
tive work. Thus, the context and its constraints impact
expert opinion and prediction accuracy. However, in-
stead of looking on, authors and editors should explore
alternatives to traditional peer review processes in
order to advance science. In this paper we have
therefore presented two proposals aimed at advancing
innovative work. In the forecasting community, the
system whereby researchers are invited to write a pa-
per and reviewers are then asked to offer advice that
can improve the paper is well known (Armstrong &
Pagell, 2003). In mathematics, the journal Rejecta
Mathematica was launched with the aim of publish-
ing rejected papers that may nevertheless be useful for
the advancement of the discipline, and science in gen-
eral (Wakin, Rozell, Davenport, & Laska, 2009). It is
our hope that more such proposals will find their way
to editorial offices and funding agencies.

Last but not least, there is clearly a dearth of
research on peer review (Jefferson, Rudin, Brodney
Folse, & Davidoff, 2007; Marsh et al., 2008; Suls
& Martin, 2009). This is an opportunity for schol-
ars of judgmental forecasting. For example, Delphi-
like feedback is rarely part of the peer review
process, which opens up the possibility of experimen-
tal manipulations for studying its effect on judgment
and decision-making. Also, the generalizability of ob-
servations on cueing in judge-advisor systems can be
studied via the examination of editorial offices’ han-
dling of manuscript submissions (Sniezek & Buck-
ley, 1995). Particularly interesting would be a study
of the extent to which there exists a lack of cueing
in manuscript peer review; this phenomenon has been
called the Oppenheim effect, in honour of an anecdote
about peer review being nothing more than a formal
exercise (Gorman, 2007). More generally, along the
lines of the suggestions for future research presented
by Lawrence et al. (2006), peer review can serve as
a context in which to study the value of expertise for
forecasting, the influence of heuristics and biases on
forecast accuracy, the use of information by experts, or
the influence of variations in procedures. The fact that
positive decisions by peers (i.e., to accept or to fund)
become public soon after having been taken, allows
the accuracy of their judgments to be studied system-
atically. This opportunity should be seized upon.
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