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The number of citations is becoming an increasingly popular index for measuring the impact of a scho-
lar’s research or the quality of an academic department. One obvious question is: what are the factors
that influence the number of citations that a paper receives? This study investigates the number of cita-
tions received by papers published in six well-known management science journals. It considers factors
that relate to the author(s), the article itself, and the journal. The results show that the strongest factor is
the journal itself; but other factors are also significant including the length of the paper, the number of
references, the status of the first author’s institution, and the type of paper, especially if it is a review.
Overall, this study provides some insights into the determinants of a paper’s impact that may be helpful
for particular stakeholders to make important decisions.

� 2009 Elsevier B.V. All rights reserved.
1. Introduction

Measuring the scientific impact of researchers’ work is a diffi-
cult but important issue. Evaluative bibliometric analyses are
increasingly being used, often in combination with some form of
peer review. Particular attention has been paid to the number of
citations that a publication receives. As early as 1927, Gross
(1927) suggested citations to evaluate researchers’ work, and then
this measure was widely used to assess the status of academic
departments and the quality of books and scientific journals (Gar-
field, 1972; Nicolaisen, 2002). As well as this, there is evidence to
suggest that citations are correlated with other assessments of sci-
entific influence or impact such as awards, honours (Inhaber and
Przednowek, 1976), departmental reputation (Hargens, 2000),
and academic rank (Cole and Cole, 1971). The ‘‘Leiden methodol-
ogy” (van Raan, 2003; van Raan et al., 2007), which evaluates re-
search centres in terms of the mean citations per paper
normalised against the field average, is being considered for the
new research excellence framework (REF) in the UK. Despite the
growing importance of this index as a performance measurement,
there is still considerable uncertainty as to what drives citation
rates for a given paper.

There is a large variance in the number of citations that papers
receive; as many as 20% are never cited at all, while highly cited
papers receive many hundreds (thousands in the sciences) (Min-
gers and Burrell, 2006). There is no doubt that the primary driver
is the actual content or quality of the paper; those which are par-
ticularly innovative, empirically or theoretically, become seminal
papers for their area and are constantly referenced. However, it
ll rights reserved.
is also clear that other, more quantifiable factors, such as the type
of paper (e.g., a review article), the reputation of the author (Pod-
sakoff et al., 2005) or the standing of the journal may also have sig-
nificant effects. There has already been some research in this area.

Most researchers aggregate determinants of citations to differ-
ent categories such as author level (Allison and Long, 1990; Long
et al., 1998), institution level (Stahl et al., 1988; Trieschmann
et al., 2000) or journal level (Franke et al., 1990; Podsakoff et al.,
2005). Generally, these researchers start with a collection of papers
selected from particular journals in particular disciplines – law
(Ayres and Vars, 1999), marketing (Stremersch et al., 2007), man-
agement (Judge et al., 2007b), ecology (Leimu and Koricheva,
2005), and chemical engineering (Peters and van Raan, 1994) –
and then analyse the roles of various factors on influencing the
number of citations. A few studies focused on particular factors
and considered how they affect article citations (Baldi, 1998) or
examined the articles themselves to discover which ones are most
likely to be cited and in which journals (Hoffman and Holbrook,
1993). Nederhof and van Raan (1987) claimed that the number
of citations may be subject to a halo effect or, more generally, to
the Matthew effect. This means that a large number of citations
lead to a good reputation and this good reputation then attracts
even more citations. It seems like ‘‘success breeds success.”

As reputation is invisible and difficult to measure, other quanti-
tative factors were tested for their influence on the number of cita-
tions, such as the number of authors, paper length, and different
paper types. Besides these factors, the academic field is one of
the major factors that affects the number of citations significantly.
For example, a study of the outputs from the 2001 UK Research
Assessment Exercise (RAE) found that the mean citations per arti-
cle for 48,000 bio-medical science papers was 30.1, while for
19,000 social science papers it was 5.4 and for humanities 2.3

http://dx.doi.org/10.1016/j.ejor.2009.12.008
mailto:j.mingers@kent.ac.uk
http://www.sciencedirect.com/science/journal/03772217
http://www.elsevier.com/locate/ejor


J. Mingers, F. Xu / European Journal of Operational Research 205 (2010) 422–430 423
(Mahdi et al., 2008). Also, within a discipline, papers in a relatively
narrow field could attract fewer citations than more general ones.
For this reason, citation analyses of research groups or depart-
ments are always related to the appropriate field averages (van
Raan, 2003). In addition, a time-dependent factor also influences
the number of citations. In some fields, recent works are cited more
frequently than older ones. Moreover, the influence of the physical
details of an article such as the language, number of tables or fig-
ures, and presentation of the article have also been examined (Stre-
mersch et al., 2007).

Moving more specifically to the field of management, Judge
et al. (2007b) looked at a sample of 600 papers published in top
management journals between 1990 and 1994, counting the cita-
tions until 2006. They were interested in determining the relative
contribution of the content of the article itself, characteristics of
the author(s), and the perceived quality of the journal using struc-
tural equation models. Their main conclusions were: (i) the best
predictors of citations were characteristics of the journal: the cita-
tion rate and perceived quality; (ii) the next most significant effect
was the number of references and then other article attributes
such as year published (negative); (iii) in terms of authors, the
prestige of the authors’ institution and the number of other top-
tier publications were both significant; and (iv) in terms of content,
the only significant attributes were if the paper was a meta-analy-
sis, or if it was revolutionary in a Kuhnian sense, i.e., breaking new
ground rather than being incremental. Effects that might have
been expected but were not found were whether or not the paper
was a review, and a dependence on the application area.

Stremersch et al. (2007) conducted a similar study using regres-
sion on five top marketing journals, looking at 1800 papers pub-
lished from 1990 to 2002. They were interested in universal
factors (broadly, the content), social constructivist factors (broadly
the authors) and presentational factors (how and where the paper
appeared). The main results are: (i) for universal factors, the num-
ber of awards (a surrogate for quality) and article length both pos-
itively affected citations, as did some of the subject areas, e.g.,
relationship, services, and e-commerce positively and advertising
and sales negatively; (ii) with social factors, editorial board mem-
bership, institutional ranking, and self-citation intensity (self-pro-
motion) were the main effects; (iii) presentationally, the only
significant factors were the number of appendices and reading
clarity (negatively correlated, interestingly). The number of refer-
ences was not included as a variable. Finally, there was not a large
journal effect, which seems to be unusual. This may be explained
by the fact that all the journals were top-class and four out of
the five were US, so they were in principal very similar. The only
non-US journal, the International Journal of Research in Marketing,
did have a significant negative effect.

In this paper, we will report the results of an investigation into
various factors that cause papers in management science journals
to be cited. We applied a negative binomial model (Mingers and
Burrell, 2006) to build the relationship between citations and other
factors we discovered. The current paper is organized as follows:
the next section is mainly about methodology, including sample
selection, data collection, and data cleaning, followed with the re-
sults we obtained from our experiments. A conclusion is given at
the end.
2. Methodology

2.1. Sample of papers

In order to study the factors affecting the number of citations,
we need to examine a representative set of papers. In this study,
we selected all papers published in six management science jour-
nals in 1990 – Management Science (ManSci), Journal of the Opera-
tional Research Society (JORS), European Journal of Operational
Research (EJOR), Operations Research (OpsRes), Decision Science
(DecSci) and Omega (Omega). These six management science jour-
nals were selected to give a range in terms of breadth/narrowness
of coverage, status and quality, and region of origin. The six jour-
nals include several types of papers: regular papers, technical
notes, replies, letters, and book reviews. These were all included
apart from book reviews, which were considered to have signifi-
cantly different citation profiles. The final sample of papers in-
cludes all regular papers, technical notes, replies, and letters in
every issue of each journal. In total, we have selected 696 papers
as the collection of papers in this study. All papers are coded from
1 to 696. More details about ensuring the validity of the dataset are
contained in (Mingers and Burrell, 2006). Unlike the two studies in
the management area discussed above, our data do not include any
time dependence as all papers are from the same year – 1990.

2.2. Dependent variable

Article impact is measured through the number of citations a
paper received until July, 2008. It is coded as Citations in the data
set. The information is provided by the Social Science Citation In-
dex accessed from the Web of Science (WoS). The number of cita-
tions per paper varies widely both across journals and within
journals. All journals have a significant proportion of papers that
are never cited. Mingers and Burrell (2006) showed both theoreti-
cally and empirically that the number of citations is distributed
according to the negative binomial distribution. This is accounted
for in the regression model.

2.3. Independent variables

In reviewing the literature, we found many potential indepen-
dent variables, as well as ways of measuring them. We also consid-
ered the extent to which they have been found to be significant in
previous studies. These results are summarised in Table 1.

Among these factors, several are hard to measure such as the
author’s reputation, the accessibility (Scoper, 1976) and visibility
(Silverman, 1985) of the journal, and, above all, the paper’s intrin-
sic quality. We might hope that it is the quality of the paper that
determines how often it is cited, but how can one measure quality
except through circular factors such as the journal it is published in
or the number of citations? It is interesting that in the UK’s recent
RAE over 12,000 separate publications in business and manage-
ment were rated from 0* (little research quality) – 4* (world-lead-
ing research quality) by a peer review panel (Otley, 2009) in order
to evaluate the quality of different business schools. Although the
overall results are public, the actual grades given to individual pa-
pers are not. Had it been otherwise, this would have been a tre-
mendous data source. A recent paper by Mingers et al. has
attempted to reconstruct the Panel’s judgements at the journal le-
vel using linear programming (Mingers et al., 2009).

In this study, we decided to focus on quantitative factors that
could be reliably measured, and we explored how these factors af-
fect the number of citations in the six journals. All factors involved
are grouped into three levels: journal level, author level, and article
level. Each level contains several dimensions.

2.3.1. Author level
Four dimensions related to authors’ characteristics are tested in

this study. Previous research revealed that more authors could in-
crease the chance of a paper being cited (Beaver, 2003; Lawani,
1986). The first variable is called Authors, which is the number of
authors of each paper. The second variable is called Publications,
which records the number of publications of the sole author or



Table 1
Summary of factors found in previous studies.

Level Tested factors Reference Results

Journal level Quality (prestige) Judge et al. (2007b) Positive predicator for empirical articles not for theoretical/review article
Seglen (1989) Positively related
Peters and van Raan (1994) Prestige of the publishing journal is by far the strongest predictors of

citations
Citation rate Judge et al. (2007b) Significant, positive predicator
Accessibility Lawrence (2001) Free accessibility increases the impact of papers
Circulation Leimu and Koricheva (2005) Small circulations are cited much less, additional positive effect on

circulation frequency
Visibility Baldi (1998) Significantly increases its likelihood of being cited

Hoffman and Holbrook (1993) Reviews got highest citation, editorials, letters and several other types are
cited rather frequently

Peters and van Raan (1994) A clear difference in citation scores between different types; review papers
come first

Author level Number of authors Leimu and Koricheva (2005) Significantly affected when the number > = 4; receive more citations than
fewer authors

Ayres and Vars (1999) Coauthored articles were cited more frequently than single-author pieces
Baldi (1998) The greater the number, the more chances that scientists might know the

authors
Peters and van Raan (1994) Papers with four or more authors are cited most

Nationality Leimu and Koricheva (2005) UK authors have more citations than European authors
Gender Leimu and Koricheva (2005) First author’s gender has no effect on citation rate

Ayres and Vars (1999) Female authors received 57% more citations than white men by white men.
Baldi (1998) Scientists are significantly less likely to cite articles written by female

authors
Age Ayres and Vars (1999) Authors below 36 received significantly more citations than authors aged

41–46
Affiliated institute Leimu and Koricheva (2005) First author’s affiliated university affects citations
Rank of institutes Stremersch et al. (2007) Not significant, but positive effect

Judge et al. (2007b) Highest prestige of affiliation significantly and indirectly predicted citations
Leimu and Koricheva (2005) Researchers from top universities receive more citations
Bergh et al. (2006) Scholars from higher ranked schools receive higher number of citations.
Baldi (1998) Institutional prestige has no significant effects on whether an article is cited

Reputation Leimu and Koricheva (2005) Significant positive effect
Judge et al. (2007b) Positive effect, like top-tier publications of authors
Peters and van Raan (1994) Top author may attract more citations
Baldi (1998) Author’s rank has no significant effect on whether an article is cited

Self-citation rates Stremersch et al. (2007) Positive effect
Social status Hoffman and Holbrook (1993) Mentioned
Publication record Stremersch et al. (2007) Positive effect
Citation record Leimu and Koricheva (2005) Good record results frequently cited

Bergh et al. (2006) Positively related with citation counts
Editorial board membership Stremersch et al. (2007) Positive effect

Article level Published year Hoffman and Holbrook (1993) Mentioned
Bergh et al. (2006) Positive and significantly related

Position in journal Stremersch et al. (2007) Negative effect
Judge et al. (2007b) First article positively predicted for all articles combined
Laband and Piette (1994) The first paper tends to generate more citations than later ones
Leimu and Koricheva (2005) Negative effect; papers appearing first are more frequently cited
Ayres and Vars (1999) Appearing first in an issue is a significant advantage

Which issue Bergh et al. (2006) Special issue is positive and significantly related
Field Hoffman and Holbrook (1993) Mentioned

Judge et al. (2007b) Positive effect
Bettencourt and Houston (2001) Mentioned

Field size King (1987) Small fields normally attract fewer citations than those general fields
Method type Judge et al. (2007b) Positive direct effect; with exploratory research plots have higher citations

in empirical and combined models
Title length Stremersch et al. (2007) No effect

Ayres and Vars (1999) Articles with shorter titles received significantly more citations than
articles with long titles

Number of keywords Stremersch et al. (2007) Negative effect
Language Leimu and Koricheva (2005) When English is national language, papers attract significantly more

citations than non-native English speaking countries
Peters and van Raan (1994) Papers written in English are cited three times more frequently than papers

written in French or German
Number of pages Leimu and Koricheva (2005) No affect on citation frequency

Ayres and Vars (1999) Increasing citations throughout the relevant range of pages but declining
citations per page after 53p.

Peters and van Raan (1994) Direct significant correlation is not found, but statistically significant
correlation between the number of references and the number of pages
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Table 1 (continued)

Level Tested factors Reference Results

Number of references Judge et al. (2007b) Positive effect
Peters and van Raan (1994) A reasonably high correlation coefficient between the number of references

and number of citations
Article length Stremersch et al. (2007) Positive effect

Judge et al. (2007b) Positive effect
Leimu and Koricheva (2005) Positive effect
Baldi (1998) Longer papers have a great possibility of citing other papers and also have

more content that can be cited
Bergh et al. (2006) Positive and significantly related

Paper is awarded or not Stremersch et al. (2007) Positive effect
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the first author through the Web of Science. There are two main
reasons for considering the first author: (i) differing publication
habits make it impossible to deduce the relative contribution of
authors simply from the order; and (ii) the first author tends to
have at least as great a contribution as the other authors (Floyd
et al., 1994).

The third variable is named Rank, which measures the status of
the institution of the first author or sole author. It seems reason-
able that articles produced from institutions with good reputations
can attract more citations. In order to test this factor, we recorded
the rank information for each institution or university from The
Times Higher Education Supplement (THES) website (http://
www.topuniversities.com). This website provides the latest rank
information for the top 500 universities or institutions in the
world. For those institutions that cannot be found on the list, i.e.,
their ranks are over 500, we used 550 as a default rank.

The last variable records the nationality of the first author or the
sole author. This variable has been studied before as well (Vinkler,
1987; Yue and Wilson, 2003). It is coded as Country. As the authors
of 696 papers may come from a variety of countries and there is no
need to identify all nationalities, we summarised them into three
groups: UK, US and Other.

2.3.2. Article level
This category is mainly about factors related to the article char-

acteristics. The first one is called Title, which denotes the length of
title – the number of main words in the title to stand for the length
of title with insignificant words excluded. Another variable is
called References, which counted the number of references a paper
contained. With regard to the length of paper, we used the number
of pages of the paper for measurement; it is coded as Pages. We
recognise that pages is only a surrogate for words, which is the real
factor, but the word count is not always available.

The next variable is called Keywords, which records the number
of key words in each paper. We expected that more key words will
bring more citations as it increases the chance of this paper being
found by a search engine and thus the chance of it being cited. As
well as this, the key words actually represent the fields of the arti-
cle. Field is believed to be a major factor affecting the number of
citations (Bazerman, 1996; Hagstrom, 1971; Hurt, 1987; Klamer
and Van Dalen, 2002; Lewison and Dawson, 1997), and there is
no doubt that a paper written on a hot topic can get published
more easily and may be more frequently cited. However, it was dif-
ficult to determine the appropriate set of fields to cover all the pa-
pers. Each journal has its own set of preferred key words which do
not necessarily correspond with each other, and often a paper is
relevant to more than one subject. The most plausible approach
would be to manually read the papers and then divide them into
the different fields categorised in advance according to the key
words. However, it was quite difficult to determine the appropriate
fields or even to know whether they should be categorised by tech-
nique (e.g., simulation) or application (e.g., production) or both. For
this reason the field or subject was not included in the study.
The last variable, called Methodtype, is designed to capture the
type of papers. It is known that review papers can get more cita-
tions than other types of papers (Boyack and Klavans, 2005; Shaw,
1987). In order to gain a further understanding, we tested six types
of papers and examined how they would affect the number of cita-
tions. All papers were divided into six groups by reading the ab-
stract or roughly browsing the content.

� Theoretical: Mainly about the description of a theory, method or
algorithms. Such a paper may use some test data.

� Empirical: This is a paper where the primary content is the col-
lection and analysis of empirical data. It may involve some the-
ory or analysis technique but the focus is on the data.

� Methodological: This is a paper that discusses a general approach
to using operational research (OR) methods, or deals with philo-
sophical or professional issues.

� Review: A paper which reviews previous research, findings or the
development of a topic or theory.

� Case study: Where the research is primarily concerned with
applying known methods or techniques in a real organisation.
While it might have a description of theory, or the analysis of
data, the primary focus is on the particular organisational
context.

� Viewpoint: Which includes other types of papers such as replies,
letters, notes, and so on.

Methodologically, the two authors of the current paper com-
pared our classifications of samples of papers until we were in
agreement. Borderline cases were looked at by both.

2.3.3. Journal level
Journal impact is an obvious factor affecting citations of papers

(Cano and Lind, 1991; Meadows, 1998; Tainer, 1991). In this study,
all papers are chosen from six pre-determined journals in order to
examine the influence of the perceived quality of the journal on the
number of citations of its papers. Values from 1 to 6 are assigned to
the following journals: ManSci, JORS, EJOR, OpsRes, DecSci and
Omega, respectively, for further analysis. Broadly speaking, based
on an analysis of a variety of journal rankings (Mingers and Har-
zing, 2007), ManSci and OpsRes are top-rated (and US) journals,
while the others are good quality but lower-rated ones with EJOR
and JORS being primarily European.

In summary, for individual cases (each paper) in the sample, we
have collected the following variables: Citations, Authors, Publica-
tions, Rank, Country, Title, Keywords, References, Pages, Methodtype,
and Journal.

2.4. Data cleaning

Before running the regression we cleaned the data. By examin-
ing the standardized residuals of citations, we detected 21 cases
that were not well fitted by a regression equation. After examina-
tion, we decided to keep these as it is worthwhile to think about

http://www.topuniversities.com
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Table 2
Summary of paper distributions for six journals.

Journals Total articles Theoretical articles Empirical articles Methodological articles Review articles Case study View points

ManSci 111 73 25 1 1 1 10
JORS 129 69 5 8 7 23 17
EJOR 212 132 11 11 11 31 16
OpsRes 113 80 2 2 5 10 14
DecSci 61 40 11 2 0 2 6
Omega 66 26 24 2 2 1 11
Total 692 420 78 26 26 68 74
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reasons for their high numbers of citations. We also looked at the
homogeneity of all papers and discovered four that had unusual
independent variables, such as a paper that was extremely long be-
cause of many screen images, and excluded these so as not to dis-
tort the regression coefficients. This left 692 cases in the sample.

3. Results

3.1. Exploration of the data

Table 2 presents the number and types of papers that were pub-
lished in the six journals in 1990. Among these six journals, most
papers are from EJOR (212 of 692, 30.07%), while DecSci has the
smallest number of papers (61, 8.82%). This is due to the different
publishing frequency of each journal. Of 692 articles, most are the-
oretical (420, 60.69%). JORS and EJOR can be seen to be different,
especially compared to the US journals, in publishing more meth-
odological, review, and case study papers.

Table 3 shows the descriptive statistics of the variable Citations
for each journal. This by itself is very revealing as it explains more
of the variation than any of the other variables. We can see that
ManSci far outweighs any other journal with a mean of 44 citations
per paper (over 15 years), the next nearest being OpsRes with 18.
So, on average a paper published in ManSci will attract nearly three
times more citations than one published in EJOR. Looking at the
median, which is less affected by the high skewness, we still see
that ManSci stands out with a value of 29 compared to the next
nearest of 9. On the other hand, all journals, including ManSci, have
papers that have never been cited in 15 years although this varies
from 23% for EJOR to 4.5% for ManSci. In addition, all journals have
some papers with a large number of citations. This will be dis-
cussed further when we analyse the regression results. The behav-
iour of these citations over time has been examined by Mingers
(2008).

Table 4 reports correlations among these variables. From this
table, we find the following factors are significantly positively re-
lated with citations: Pages (r = 0.277), References (r = 0.326), Publi-
cations (r = 0.104), whereas the rank of author’s institution
(r = �0.215) is negatively correlated although this is simply be-
cause a lower rank is better. This kind of ‘‘halo effect” could be
an advantage for generating citations of papers affiliated to such
institutions. In terms of Methodtype, review papers (r = 0.2) reveal
a significant positive relationship as we would have expected. With
regard to nationality of authors, US researchers (r = 0.147) appear
to attract more citations than UK. Probably because most papers
Table 3
Citation statistics per paper of six journals.

Journals N Minimum Maximum

ManSci 111 0 264
JORS 129 0 78
EJOR 212 0 188
OpsRes 113 0 348
DecSci 61 0 85
Omega 66 0 115
were written by US researchers (332 of 692, 47.98%) in this study.
ManSci is the only journal with a significant positive correlation to
citations. In fact, JORS has a negative correlation. However, the ef-
fects are much more complex than this might indicate since there
are also significant correlations between the independents.

To explore these correlations further we carried out a factor
analysis using principal components as the extraction method
combined with both varimax and quartimax rotations. The results
across the different methods were reasonably consistent. Table 5
shows the loadings of the first four components. These will be de-
scribed in this section and then discussed more fully in the later
analysis.

The first component combines together Pages, References, Cita-
tions and ManSci. In other words, we have a picture of longer pa-
pers with many references appearing in ManSci and getting
highly cited. The second component links OpsRes with Keywords.
However, this is an artefact of the data. In 1990, OpsRes papers
did not have keywords as such, but were classified by the journal
into relevant subject areas and this led to a greater number of
key words. Factor three links DecSci and US authors, showing that
even more than the others, it predominantly publishes US papers.
Finally, factor four contrasts two types of papers: Theoretical and
Empirical.

3.2. Regression analysis

The next stage was to develop a regression equation between
citations and the independent variables. Given that the number
of citations follows a negative binomial model, which is both a
count variable and highly skewed in comparison with a normal
distribution, we applied the generalized linear model (GLM) in
SPSS which has an option for the negative binomial. It linearises
the variable by using the natural logarithm as a link function.

However, it was first necessary to consider the fact that we
actually had six different groups of data, one from each journal.
By regressing them all together we would implicitly assume that
the same regression model held for each journal. Alternatively,
could it in fact be the case that the relationships (i.e., the regression
coefficients) were different in the various journals? We can test
this using the Chow (1960). The null hypothesis is that the regres-
sion coefficients are the same across all journals. Although this
cannot be done directly in SPSS, it can be done using the LMATRIX
command; and in our case the results were not statistically signif-
icant ðF5648 ¼ 0:449Þ. Thus, it is reasonable to include all the data
with the journal being a category variable.
Zero cites (%) Mean Median Std. deviation

4.5 44.5 29 51.4
17.8 7.0 3 11.0
23.0 15.3 8 27.2
4.7 18.3 9 36.1
9.8 12.9 6 17.9
22.7 8.6 3 19.1



Table 4
Correlations between each variable.

Variables 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Title 1
Authors .135** 1
Pages .039 .187** 1
Keywords �.008 .030 .125** 1
References �.022 .034 .433** .064 1
Publications �.043 �.067 .021 �.037 .044 1
Rank �.005 �.062 �.089* �.025 �.077* �.131** 1
Citations .013 �.013 .277** .048 .326** .104** �.215** 1
UK �.120** �.072 �.102** �.128** �.065 .032 �.185** �.013 1
US .116** .061 .198** .122** .134** .068 �.227** .147** �.342** 1
Theoretical .058 �.036 .120** .082* �.054 �.107** .030 �.038 �.165** .078* 1
Empirical �.004 .092* .179** .057 .232** .072 �.023 .138** �.001 .071 �.446** 1
Methdological �.066 .000 .035 .023 .011 .023 .000 �.001 .045 �.028 �.249** �.072 1
Review �.097* �.047 .093* �.030 .293** .127** �.049 .200** .073 �.021 �.244** �.071 �.040 1
Case study .058 .169** .012 .054 �.112** �.072 .017 �.101** .126** �.140** �.407** �.119** �.066 �.065 1
ManSci .104** .050 .297** �.034 .183** .049 �.182** .322** �.082* .181** .047 .151** �.067 �.065 �.130**

JORS �.050 �.065 �.240** �.160** �.168** .011 .072 �.133** .235** �.222** �.073 �.103** .056 .042 .128**

EJOR �.012 �.014 �.030 �.011 �.024 �.065 .092* �.047 �.082* �.190** .019 �.124** .059 .049 .105**

OpsRes �.024 .004 �.094* .372** �.037 �.016 �.038 �.006 �.133** .165** .093* �.134** �.048 .016 �.014
DecSci .091* .037 .218** �.157** .043 .021 .053 �.052 �.111** .223** .032 .064 �.010 �.061 �.068

Correlations between variables 16–20 are not shown as they are mutually exclusive dummy variables.
* Correlation is significant at the 0.05 level (2-tailed).
** Correlation is significant at the 0.01 level (2-tailed).

Table 5
Loadings of the first four components. Bold shows the significant loadings.

Components

1 2 3 4

Title �0.05 �0.10 0.23 �0.07
Authors 0.17 0.05 0.12 0.00
Pages 0.76 �0.01 0.24 �0.05
Keywords 0.12 0.75 �0.12 0.03
References 0.76 0.04 0.07 0.14
Publications �0.07 �0.09 0.13 0.21
Rank �0.15 �0.04 0.08 0.10
Citations 0.60 0.02 �0.13 0.06
UK �0.04 �0.25 �0.45 0.01
US 0.15 0.28 0.58 0.00
Theoretical 0.08 0.07 0.11 �0.80
Empirical 0.23 �0.02 0.08 0.85
Methdological 0.00 �0.01 0.02 0.04
Review 0.34 �0.01 �0.08 0.02
Case study �0.18 0.02 �0.21 0.15
ManSci 0.49 �0.11 �0.11 0.09
JORS �0.22 �0.21 �0.19 �0.05
EJOR �0.10 �0.25 �0.29 �0.11
OpsRes �0.13 0.85 0.08 �0.10
DecSci 0.04 �0.24 0.82 0.00

Table 6
Initial regression analysis results.

Tests of model effects

Source Type III

Wald chi-square df Sig.** = <0.01

(Intercept) 43.7409 1 0**
Country 2.3875 2 0.303
Method type 19.8133 5 0.001**
Journals 57.4644 5 0**
Title 0.5749 1 0.448
Authors 3.1469 1 0.076
Pages 11.5331 1 0.001**
Keywords 0.1717 1 0.679
References 7.8479 1 0.005**
Publications 0.3691 1 0.544
Rank 10.4557 1 0.001**
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Table 6 shows the results after running the regression model in
terms of the main effects. Country, Methodtype, and Journal are
grouped variables. We found that several factors have a significant
influence on the number of citations and they are included in the
regression equation: Methodtype, Journals, Pages, References and
Rank (of institution). Correspondingly, Country, Title, Authors, Key-
words, and Publications of the first author were not significant.

Table 7 shows the results for individual components of the cat-
egorical variables including the regression coefficients. It only in-
cludes those variables that were found to be significant.

Now, we can write the equation where the number of citations
is explained by its independents.

LogðcitationsÞ ¼ 0:8548þ 0:052�Pagesþ 0:012�References

þ 0:569�Theoreticalþ 0:6�Empirical

þ 1:223�Rev iewþ 1:43�ManSciþ 0:931�EJOR

þ 0:734�OpsRes
If we consider these results, we can see several similarities, espe-
cially with Judge et al. (2007a)’s study. The most significant effect,
which can in any case be seen from Table 3, is that of particular
journals. ManSci, EJOR and DecSci are all very significant in compar-
ison with the base case Omega. Judge et al did not include individ-
ual journals because they had so many, but they did include
variables measuring perceived journal quality and found these sig-
nificant. This finding raises a relevant question as to the underlying
explanation. One argument would be that papers in journals such as
ManSci get more citations simply because they are better papers.
The reviewing and acceptance procedures for these journals ensure
that good papers are submitted and that they publish only the very
best. A corollary of this argument would presumably be that jour-
nals with fewer citations (and lower impact factors) must typically
publish poorer papers. This argument also suggests that citations
(or impact factors) are a good measure of journal quality. Call this
the ‘‘paper quality” theory.

However, there are significant arguments against this view, pri-
marily that journals become established in a way that means
authors cite the journal’s papers simply because they are seen as
the top journals, over and above the quality of the papers them-
selves. Evidence in favour of the latter argument can be found in
the results of the recent UK RAE. The Business and Management
Panel operated by peer review and had to assess over 12,000 out-



Table 7
Final generalized linear model results.

Parameter estimates

Parameter B Std. error 95% Wald confidence interval Hypothesis test

Lower Upper Wald chi-square df Sig.** = <0.01

(Intercept) 0.854 0.2702 0.324 1.384 9.990 1 0.002**
Theoretical papersa 0.569 0.2132 0.151 0.987 7.116 1 0.008**
Empirical papersa 0.600 0.2805 0.051 1.150 4.580 1 0.032**
Methodological papersa 0.111 0.3544 �0.584 0.806 0.098 1 0.754
Review papersa 1.223 0.3798 0.479 1.967 10.368 1 0.001**
Case studya 0.145 0.2800 �0.404 0.693 0.266 1 0.606
ManScib 1.430 0.2378 0.964 1.896 36.185 1 0.000**
JORSb 0.230 0.2407 �0.242 0.701 0.909 1 0.340
EJORb 0.931 0.2380 0.465 1.398 15.311 1 0.000**
OpsResb 0.734 0.2238 0.295 1.173 10.754 1 0.001**
DecScib 0.374 0.2797 �0.174 0.922 1.787 1 0.181
Pages 0.052 0.0159 0.021 0.083 10.751 1 0.001**
References 0.012 0.0041 0.004 0.020 8.248 1 0.004**
Rank 0.000 0.0003 �0.001 0.000 13.820 1 0.000**
(Scale) 1.750
(Negative binomial) 1

Note: This table excludes all insignificant factors.
a This variable is compared with a Viewpoint paper as the baseline. For example, a theoretical paper will on average produce 0.569 more log(citations) compared to a

viewpoint paper.
b This variable is compared with the journal Omega.

Fig. 1. Relationship between paper quality and journal effect theories.

428 J. Mingers, F. Xu / European Journal of Operational Research 205 (2010) 422–430
puts. The Panel stated beforehand that they expected to find high-
quality work in a range of journals, not just the top ones, and that
being published in a top journal was not a guarantee of top quality.
After the event, the results seem to bear this out (Mingers et al.,
2009), and the Main Panel stated in their report: ‘‘Top quality work
could also be found in journals occupying a lower position in con-
ventional rankings” (Otley, 2009, p. 1) although the detail of which
outputs were submitted is not yet available. In other words, all
journals publish high-quality work (and correspondingly lower
quality work), but there is a journal effect on citations over and
above the quality of the papers (‘‘journal effect” theory).

It is also noteworthy that even the top journals have a small but
significant number of papers that have never been cited (see Table
3) and that all the journals do have at least some highly cited pa-
pers. Oswald (2007) conducted a similar study on papers published
25 years ago in six economics journals. He found similar, highly
skewed, results with the top journal, American Economic Review,
averaging 68 cites per paper and the lowest, Oxford Bulletin of Eco-
nomics and Statistics, averaging only 7, although the medians were
much less skewed – 23 and 1, respectively. But he concludes that
citations cannot be taken as an unproblematic measure of journal
quality since the best papers in the lowly cited journals get more
citations than some of the papers in the highly cited journals. To
us this seems a fallacious argument since it is likely that if the
same article had been published in a top journal it would have re-
ceived even more citations.

It would be very difficult to resolve this issue empirically since a
paper is always published in one and only one journal and so the
two effects cannot be separated. In the end, we would argue, the
reality is a complex combination of both effects which involves
multiple feedback loops (see Fig. 1).

We would need to distinguish between the intrinsic quality of a
paper in terms of originality and rigour (about which there could
be disagreement), and the quality it comes to be perceived to have.
One would expect that the intrinsic quality would positively influ-
ence perceived quality, number of citations (initially), and the per-
ceived quality of the publishing journal. As the paper becomes
cited, there will be a positive loop (known in this context as the
Matthew effect (Merton, 1968)), thereby generating more cita-
tions. Equally, the number of citations positively influences the
perceived quality of the journal through the impact factor. So far,
this is the paper quality theory. If the journal effect theory is cor-
rect, then there are further influences: the effect of a journal per-
ceived to be of high-quality will by itself increase the perceived
quality of its papers regardless of their actual quality, and thereby
increase the number of citations even more. Moreover, it will in-
crease the number of citations directly since people like to be seen
to be citing the top journals. In the case of the journals in this
study, there may be a further effect as they are primarily American
in terms of their editorial boards, authors, reviewers, and citations.
Since the US has the greatest number of academics, this will also
lead to a greater number of citations.

The other significant factors in our results are paper length,
number of references, institution of the author, and type of paper.
A big paper with more references (the two are correlated) will cov-
er more material and so is likely to be cited more. This might also
reflect different citation habits perhaps between discursive and
mathematical papers. Looking at the correlations in Table 4, Refer-
ences are positively correlated with Empirical and Review papers,
and interestingly with ManSci and US authors, but negatively cor-
related with JORS. We already noted these relationships when con-
sidering the factor analysis. Could this imply that it is not
References per se that influence Citations, but only indirectly in that
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ManSci papers tend to have many references, and also gain more
citations? In fact, this is ruled out by the model. If the observed cor-
relation between References and Citations were only due to the dif-
ferent journals, then References would appear significantly in a
regression that did not include a journal variable but would not
be significant in a regression that did include it. In our case it is sig-
nificant, and so this must be an effect over and above the ManSci
effect, thus confirming Judge et al.’s results.

The rank of the institution of the first author is significant but
not the number of papers they have published. It seems unlikely
that citers would look specifically at the institution, and more
likely that the institution is a marker for the quality of the author,
i.e., better researchers writing better papers will be at better insti-
tutions. They will also be more likely to publish in the top journals
– there is a significant correlation between institution and ManSci,
but not with the other journals. Of the types of papers, theoretical,
empirical and reviews all figured as significant. Confirming previ-
ous work, reviews had the greatest effect.

4. Conclusions

Article impact is becoming an important index of a researcher’s
scientific influence and the number of citations is widely used as a
measure of an article’s impact. We accept that the intrinsic quality
of a paper is the main determinant of the number of citations it re-
ceives but that intrinsic quality is not possible to measure. Many
other factors have been suggested in the literature as drivers of
citations, and we have explored a number of these through a sam-
ple of nearly 700 papers published in 1990 in six well-known man-
agement science/OR journals. The factors that we investigated
concern either the author, the article, or the journal.

In terms of the (first) author, only the rank of their institution
was significant – the number of authors, the number of papers they
had published, and their country were not significant. In terms of
the paper itself, the number of references and the length of the pa-
per were strongly significant, but the length of the title and the
number of keywords were not. Review papers and theoretical pa-
pers were cited more highly than case studies, methodological, or
empirical papers. Finally, one of the biggest influences was the
journal of publication with the mean citations per paper being
six times higher in ManSci than JORS.

There are, of course, limitations to the study. We have used a
sample of data limited to only six journals and one publication
year. To what extent are these journals representative of the whole
field, and have there been changes in publication and citation prac-
tices since 1990? Indeed, is the current interest in citations of itself
altering citation behaviour? Many other variables could potentially
have been investigated, and is there actually a practical way of try-
ing to measure the underlying quality of a publication? Would it be
possible, for example, to have a large number of papers peer re-
viewed for quality and use this in an analysis? It is ironic that this
has actually been done in the 2008 UK RAE, where over 12,000 pa-
pers were reviewed but the individual results will never be made
public. It would also be interesting to approach the problem from
the other direction and explore the reasons people give for choos-
ing which papers to cite in order to better understand the citation
generation process. Finally, would it ever be possible to disentan-
gle the paper/journal issue? Could one conduct an experiment in
which there were two samples of papers, matched by peer review
in terms of quality and subject, but differing in terms of journal, to
try and quantify the journal effect if there is one?
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