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a b s t r a c t 

The Non-Permutation Flow-Shop scheduling problem (NPFS) is a generalization of the traditional Permu- 

tation Flow-Shop scheduling problem (PFS) that allows changes in the job order on different machines. 

The flexibility that NPFS provides in models for industrial applications justifies its use despite its com- 

binatorial complexity. The literature on this problem has expanded largely in the last decade, indicating 

that the topic is an active research area. This review is a contribution towards the rationalization of the 

developments in the field, organizing them in terms of the objective functions in the different variants 

of the problem. A schematic presentation of both theoretical and experimental results summarizes many 

of the main advances in the study of NPFS. Finally, we include a bibliometric analysis, showing the most 

promising lines of future development. 
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. Introduction 

Scheduling problems of production systems have been ex-

ensively analyzed and worked out under different approaches

 3 , 4 , 5 , 8 , 37 , 39 ]. The results in this field have contributed to the im-

rovement of manufacturing systems [11] . 

Flow-shop configurations are commonplace in manufacturing

ettings where a set of jobs N = {1, 2, …, n } are processed by a

et of machines M = {1, 2, …, m }. Each job goes through the ma-

hines in the same technological order, i.e. it starts at machine

, then goes to machine 2, … up to machine m . The decision to

ake is to choose the order on which the different jobs will pass

hrough the machines. If the job sequence is the same for all the

achines, the schedule is called a permutation and the problem

f choosing the best one is known as the Permutation Flow-Shop

roblem (PFS). If instead the processing sequence can change from

ne machine to the next, the permutation condition is relaxed and

he problem is known as Non-Permutation Flow-Shop (NPFS). The

tandard description of the NPFS problem considers the following

pecifications: 

(1) Each machine can process only one job at a time. 
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∗ Corresponding author at: Department of Engineering, Universidad Nacional del 

ur, Av . Alem 1253, Bahía Blanca 80 0 0, Argentina. 

E-mail address: danielrossit@hotmail.com (D.A. Rossit). 

 

n  

l  

o  

N  

t  

ttp://dx.doi.org/10.1016/j.omega.2017.05.010 

305-0483/© 2017 Elsevier Ltd. All rights reserved. 
(2) Each job j has a processing time p ij on machine i = 1 , 2 ,…,m .

(3) The capacity of intermediate buffers must be large enough

to allow the reordering of the job sequence. 

The standard settings of NPFS and PFS are very similar, be-

ng the third item the most relevant potential difference between

hem. In some cases, PFS problems assume also intermediate

uffers with unlimited capacity, being so perfectly compatible with

PFS. On the other hand, in the absence of intermediate buffers,

he NPFS approach is not applicable to obtain a feasible schedul-

ng scheme (the same happens with the “no-wait” flow-shop case

48] ). Besides the aforementioned three main specifications in the

tandard NPFS form, there are other requirements: all the jobs and

achines must be available from the beginning; preemption is not

llowed; machines can be idle during the planning horizon; each

ob can be processed by only one machine at a time; and the

roblem data is deterministic and known in advance. This descrip-

ion does not encompass the entire realm of NPFS problems, but

erves as a template for them. With minor changes (such as adding

r removing constraints), all the different NPFS variants can be

btained. 

In the last decade, the researchers in the scheduling commu-

ity have shown a growing interest in the analysis NPFS prob-

ems. Among the important issues that have since been considered,

ne is the detection of the manufacturing conditions for which

PFS is more promising than PFS, since the solutions that are ob-

ained under the latter approach can be inferior to those of NPFS

http://dx.doi.org/10.1016/j.omega.2017.05.010
http://www.ScienceDirect.com
http://www.elsevier.com/locate/omega
http://crossmark.crossref.org/dialog/?doi=10.1016/j.omega.2017.05.010&domain=pdf
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Fig. 1. Solution spaces of NPFS and PFS. 
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problems. This approach has been extensively analyzed in the liter-

ature on flow shop systems, yielding new views on the schedule of

production activities. This is in particular the case of environments

in which the optimizing criterion is related to due-dates. Liao

et al. [43] indicates that solving flow shop problems minimizing

total tardiness under the PFS approach leads to efficiency losses of

around a 10% of the objective in comparison to the solutions ob-

tained under NPFS. Moreover, Lin et al (2009, [46] ) shows that in

flow shop systems organized in manufacturing cells with due-date

related objectives the gains in efficiency obtained with NPFS sched-

ules are, for some cases, of 30%, while in average of around 10%. In

the case of completion time-related objective functions the gains

are of 5% to 6%. Some of these results were extended by Ying et al.

[97] , showing empirically that if set up and processing times have

larger dispersion the improvements are even larger. For instance,

if the range of set up times increases, the average improvement

of NPFS schedules over PFS ones for completion time objectives,

when the range of set up times increases, grows from 0,5% to 1,5%,

reaching in some cases up to 13%. For objective functions related

to delivery dates, the average improvements grow from 0.5% un-

der PFS to 7% with NPFS, with many instances above 30% reaching

even 40%. 

This is extremely relevant since flow-shop settings are very

common in actual industrial plants, representing nearly a quarter

of manufacturing systems, assembly lines and information service

facilities [60] . Therefore, the possibility of improving the perfor-

mance of manufacturing systems by means of a better scheduling

approach can have a huge impact on a number of industry and or-

ganizations. 

The main reason for the late concern with NPFS problems is

their hardness: while the PFS approach searches its optimal solu-

tion among n! feasible schedules, being n the number of jobs, the

NPFS approach has to consider n! m possibilities. The increase of

hardware computational power in the last decade has nevertheless

fueled the interest in finding efficient algorithms for NPFS prob-

lems. In fact, more than the 65% of the papers reviewed for this

paper, have been published after 2006. This shows that NPFS is

currently a fashionable topic in the flow-shop scheduling literature.

Furthermore, the results obtained indicate that this approach has

large potential benefits superseding those of the classic PFS one.

Moreover, as shown in Fig. 1 , since the class of solutions of PFS is

a subset of those of NPFS. 

We conceive our survey as a contribution to the systematiza-

tion of the literature on NPFS problem, highlighting important re-

sults and outlining future research lines. This review gathers, to the

best of our knowledge, all the NPFS literature, describing the NPFS

problems discussed there, classifying them in terms of the objec-

tive functions and commenting on the solution methods applied.

The organization of the paper is as follows. Section 2 presents the

classification and notation used in the paper. Once laid out the ba-

sis for the review, Section 3 presents a description of the literature,

classified according to the objective functions considered there. In

Section 4 , we present a statistical analysis of the problems and so-

lutions methods developed in the literature, obtaining interesting

bibliometric data and results. Finally, Section 5 , presents the con-

clusions of this work and an outline of promising future lines of

research. 
. Non-Permutation Flow-Shop problems: classification, 

otation and other considerations 

To represent the different NPFS variants we have to consider

ome modifications of the standard form presented in the previous

ection, namely removing or adding assumptions and constraints.

o denote them we adopt the classification and nomenclature pro-

osed by Graham et al. [29] and implemented by Pinedo [62] . The

esulting NPFS variants are characterized as a triplet α│β│γ . The

rst field, α, describes the machine environment or shop config-

ration and contains only one entry. The β field provides details

f the processing characteristics and constraints and may contain

o entry at all, a single entry, or multiple entries. The γ field de-

cribes the objective function, usually in a single entry (more than

ne entry indicates a multi-objective case). 

With regard to the α field, the possible entries could be either

 (for pure flow-shop settings with m stages and only one machine

r processor per stage), or J (for job-shop with m stages). Despite

his potential variety, in this paper we consider only the pure flow-

hop settings. The reason of this is that the other settings have

een already described in the literature. For instance, the hybrid

ow-shop has been reviewed by Linn et al. [49] , Ruiz et al. [81] ,

ibas et al. [74] , and Li et al. [42] . Thus, for us, the only possible

ntry in the α field is F . 

With respect to the β field, multiple entries are possible, enu-

erating the constraints and assumptions considered for the spe-

ific cases. The appearance of an entry implies that the corre-

ponding condition applies. The possible entries are: 

• r j : indicates that jobs cannot start their processing before their

release date. If r j is not present in the β field, jobs can start

their processing at any time. In contrast to release dates, due

dates are not specified in this field. The objective function gives

sufficient indication whether or not there are due dates. 
• Prmp : means that preemption is allowed, while its absence in-

dicates that they are not allowed. 
• s jk : denotes the sequence-dependent setup time of job k after

finishing job j . If this setup time depends on the machine, the

machine subscript i is included, i.e., s ijk . If no s jk appears in the

β field, all setup times are supposed to be sequence indepen-

dent (included in the processing times) or 0. 
• prmu : indicates that the job ordering is the same order for ev-

ery machine. 
• block : implies that buffer capacities between machines are lim-

ited. Jobs must wait in the previous stage until sufficient space

is free. This condition is not enough to prevent NPFS schedules,

since the buffer capacity may be enough to reorder at least one

job. This topic will be thoroughly discussed in the next section.
• unavail : states that machines are not available at some times. 

In the case of stochastic parametrizations, we will indicate it

ith the same notation but in capital letters. For instance, if the

elease date of job j is an uncertain parameter, the entry at the β
eld will be denoted R j , while the regular non-stochastic entry is

 j . This notation is adopted from Pinedo [63] . Other possible entries

or β exist, but do not apply in our study, as for instance no-wait

it does not work for NPFS) and precedence (it is redundant for

ow-shop settings). Nevertheless, if some other entry appears in

ur review, its denotation will be self-explanatory. 

Let C ij represent the completion time of the operation of job j

n machine i , and C mj the completion time on the last machine

that is, when j exits the system). The flowtime of job j is de-

oted by F j , and indicates the time spent by the job in the sys-

em, which can be calculated as: F j = C mj − r j . The lateness of job j

s defined as L j , and is L j = C mj − d j . So expressed, L j can be nega-

ive. The tardiness of job j is T j = max{ C mj − d j , 0} and the earliness

 j = max{ d j − C mj , 0}. Both of them are nonnegative by definition.
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f there exists a penalty for each tardy job, then the unit penalty

s used, U j , which is 1 if C mj > d j and 0 otherwise. Many objective

unctions associate a weight to each job, w j . These weights gauge

he importance of each job respect to the others, representing dif-

erent costs, volume, priorities or other special features consider

elevant by the decision-maker. 

To illustrate how this notation is used, let us consider the stan-

ard version of NPFS presented in the introduction of the paper,

hich will be denotated as F ││C max (notice that the β field is

mpty). This means that the production setting is a flow-shop sys-

em of m machines and the optimization criterion is captured by

akespan. For another example, suppose that the number of ma-

hines is limited to 10, the jobs have release dates, the setups are

equence dependent for each machine, and the optimality crite-

ion is maximal tardiness. This problem is represented as F │r j , s ijk 
T max . 

.1. How buffers influence policies 

As already mentioned, a NPFS treatment requires the existence

f intermediate buffers that smooth out the production system.

here exist various kinds of intermediate buffers, depending on

heir capacity. The most common in the literature satisfies the con-

ition of unlimited intermediate storage (UIS). On the other extreme

f the range of possibilities, we find the case in which no inter-

ediate buffers exist, corresponding to the no intermediate storage

NIS) condition. Between them, we have the cases of finite interme-

iate storage (FIS). We have also the case in which products must

o immediately from a workstation to another, the zero wait (ZW)

ase. Finally, the mixed intermediate storage (MIS) case obtains as a

ombination of two or more of the previous cases. 

The UIS condition covers the cases in which the buffering ca-

acity is at least n – 1, where n is the number of jobs. This ensures

he absence of deadlocks in the production system, since each ma-

hine has a buffer that allows it to store all the intermediate prod-

cts except the one that is being processed. Rossi and Lanzetta

75] reduce the storing capacity of the buffer, in this case, to n – 2

ince the previous machine can keep on hold the result of the last

rocessing job without interrupting the flow of the rest of jobs.

owever, the usual minimal bound for the capacity of UIS buffers

n the literature is, as said, n – 1. 

The opposite is the case of the NIS condition. When a job fin-

shes its process on machine i , if machine i + 1 is busy processing

nother job, the former must stay on machine i generation a dead-

ock in the flow of the system, since there is no buffering facil-

ty that could be used to store it. This kind of production system

oes not lend itself to a NPFS treatment and admits only PFS so-

utions. The FIS condition, in turn, allows for the use buffers able

o store | b i | units 1 after machine i has finished its operation, with

 b i | less than n – 1 units. This implies that if job j finishes on ma-

hine i , and b i situated between i and i + 1, is full while machine

 + 1 is processing job k , the result of job j must wait until it finds

 place in b i obstructing machine i. b i will be able to free space

nce machine i + 1 finishes job k and transfers the result to i + 2

r to buffer b i + 1 between i + 1 and i + 2, i = 1, 2, …, m – 2. 

The complexity of the problem with intermediate buffers with

imited capacity is analyzed in [61] , showing that even with only

wo machines is NP-hard. If only schedules that do not gener-

te deadlocks are considered feasible, the number of NPFS feasible

chedules depends on the capacity of each b i . To see this, consider

n one hand the case in which each b i has capacity 0, not allowing

PFS solutions, being the number of feasible schedules n! (corre-

ponding to PFS solutions), where n is the number of jobs. On the
1 By a slight abuse of language, we denote with | b i | the capacity of buffer b i . 

r  

m  

d  
ther hand, if each b i has at least a capacity of n – 1, no deadlock

an arise and thus each NPFS schedule is a feasible solution, im-

lying that the number of feasible solutions is n! m . In turn, if the

apacity of each b i strictly larger than 0 but also less than n – 1,

ot all NPFS schedules will be feasible since some of them will

enerate deadlocks. Brucker et al. [16] analyzed this case, showing

hat the cardinality of the set of feasible schedule Ω grows with

he capacity of each buffer b i according to the following expres-

ion: 

= n ! 

m −1 ∏ 

i =1 

| bi | ! ( | bi | + 1 ) 
n −| bi | 

The ZW case focuses on jobs that, after finishing on a machine

 have to transfer immediately its output to machine i + 1. It is im-

ediate that this condition can be only satisfied by PFS schedules

nd thus it does not allow NPFS feasible schedules. Finally, the MIS

ase mixes UIS and FIS buffers with instances of NIS or ZW. Thus,

PFS feasible schedules can only exist for some parts of the system

here the storing policies satisfy UIS or FIS. 

. The literature on NPFS 

The notation presented above will be applied to characterize 72

apers. The resulting information is presented in Table 1 (at the

nd of Section 3.5 ), which indicates in its first column the year

f the publication, in the second the reference and in the third

he characterization of the problem addressed in that publication.

he last column includes some comments about the publications,

uch as the approach used and other aspects of the paper. This

able follows a similar format to the one presented in [81] . We en-

ourage the reader to examine the different solution methods that

ave been proposed for flow shop systems: in the case of exact

olutions see [38] , for the late work criterion [9] and for meta-

euristics with sequence-dependent setups [80] . 

In order to organize the review, we will divide the papers ac-

ording to the type of objective used in each work. Among the ob-

ectives we will consider are completion-time, cost and due-date.

n the other hand, we devote a particular interest to makespan

by far the most popular completion-time objective) as a category

n itself. Finally, we have two special “portmanteau” cases, one of

he papers that consider multi-objective problems and the other

overing those concerned with all other single-objective cases. 

.1. Completion-time based objective 

.1.1. Makespan 

Makespan is the most frequently considered objective func-

ion. In fact, around 55% of the papers under review consider

akespan as a single objective. Thus, we separate this objec-

ive from the rest of the completion-time ones. The first work

ealing with a makespan NPFS problem was Janiak [36] . In that

aper, the duration of each operation depends linearly on the

raction of a limited resource allotted to each machine (for in-

tance fuel), and the decision is twofold, involving the choice

f the job sequence and the allocation of the resource to the

ifferent machines. To solve the problem, a Branch & Bound

rocedure is applied. Potts et al. [64] quantified for the first

ime the impact of enforcing permutation schedules. They found

 set of instances for which the worst case of PFS makespan

s 1 / 2 
√ 

m times the NPFS makespan. Tandon et al. [90] com-

ared empirically PFS against NPFS schedules. For small instances,

hey adopted an enumerative procedure while for bigger ones

hey used simulated annealing. They showed that, for wider

anges of processing times and bigger instances, NPFS becomes

ore advantageous than PFS. Strusevich and Zwaneveld [86] ad-

ressed two-machine cases, considering separately the setup,
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Table 1 

Summary of the reviewed literature. 

References: for the β field: rc : resource constrained, skip : skipping operations, avail : machine availability conditions, fmls : family group products, learn : learning 

effect, hr : heterogeneous resources, rp : relocation, dr : dual resources. A β entry in capital letters means a stochastic parameter. In the Comments column, B&B: 

Branch and Bound, SA: Simulated Annealing, MPF: Mathematical Programming Formulation, SS: Scatter Search, PR: Path Relinking, TS: Tabu Search, OM: 

Other Metaheuristics, GA: Genetic Algorithm, ACO: Ant Colony Optimization, IG: Iterated Greedy, CLP: Constraint Logic Programming, CCP: Chance Constrained 

Programming, FGP: Fuzzy Goal Programming. 

Reference Problem Comments 

[36] F │rc │C max B&B procedure 

[64] F ││C max Bound between NPFS C max and PFS C max for special instances 

[90] F ││C max Enumerative for small instances and SA big instances 

[86] F2 │ s ijk , removal times │C max PFS is not optimal and the problem is NP-hard 

F2 │block │C max PFS is not optimal and the problem is NP-hard 

[21] F │b i │C max heuristic for balancing resources usage 

[30] F │batch │Costs B&B procedure 

[31] F │batch, finite wait │C max tailored recursive procedure 

[40] F ││C max HFC heuristic 

[84] F │time lags │C max MPF 

[69] F │skip │� C j dispatching rules & heuristic 

[35] F ││C max Meta-heuristic, based on SS and PR, and TS 

[50] F ││C max OM 

[65] F │skip │C max heuristic 

[16] F │block │C max TS 

[53] F │b i │C max MPF 

[1] F │avail │C max GA and TS 

[66] F │skip │γ γ ∈ { � w j F j , � F j } Heuristic: NPS set 

[67] F │skip, s ijk │γ γ ∈ { � w j F j , C max } Tailored heuristic and NPS-set 

[87] F │stochastic │Costs GA and ATC heuristic 

[23] F │b i │Revenue MPF 

[76] F │time delays │C max NP-hard, for 2 machines PFS not optimal 

[43] F ││ γ γ ∈ { C max , � C j , � w j C j , T max , � T j , � w j T j } TS and GA, compares all the six objective functions 

[24] F │block │�w j C j GA 

[32] F ││C max SS 

[96] F ││C max ACO 

[25] F │block │�w j C j GA and CLP 

[88] F ││� w j T j ATC heuristics and GA 

[97] F ││C max IG 

[72] F2 │p ij = p, time delays │C max heuristic - (uet: unit execution time) 

F ││� w j T j 
[82] F │time lags │C max MPF 

F │ s ijk │C max 

[83] F ││ γ γ ∈ { � F j , C max }ACO and local search 

[47] F │fmls, s ijk │ γ γ ∈ { C max , � C j , � w j C j , T max , � T j , � w j T j } SA, TS and GA 

[46] F ││C max SA and TS 

[58] F ││C max Comparison of PFS and NPFS makespan for the general case 

[98] F │fmls, setup │ γ γ ∈ { C max , � C j , � w j C j , T max , � T j , � w j T j } SA, setup depends on the family sequence 

[44] F ││� T j TS 

[41] F2 │block │�w j C j GA 

[45] F │b i │Costs MPF 

[55] F │ s ijk │Costs MPF based heuristic 

[100] F ││C max Quantum Differential Evolutionary Algorithm (QDEA) 

[26] F ││C max hybrid CLP and GA 

[17] inverse scheduling -C max sufficient conditions for optimal sequence 

[70] F │skip │C max GA and TS 

[79] F2 │learn │C max NEH-based heuristic 

[51] F ││�w j C j & � w j T j TS with progressive perturbation 

[18] F2 │rp │C max complexity analysis, is NP-hard 

[91] F │learn, avail │� F j heuristic: VFR 

[92] F │learn, avail │Costs hybrid firefly-SA 

[101] F │ s ijk │ � w j T j local search heuristic 

[34] F │batch, fmls, r j │γ γ ∈ { � F j , � C j , C max }MPF 

[52] F │skip, dr, s ijk , avail, r j │�w j C j & � w j T j OM 

[41] F ││C max ACO 

[40] F │bi = n-2 │C max ACO 

[71] F │ s ijk , P ij │ Costs MPF-Heuristics and OM, uncertain demands 

[85] F │batch, setup │C max TS 

[27] Fm ││C max bounding procedures 

[56] F2 │uet, time delays │C max B&B 

[77] F ││C max ACO 

[13] F │hr │C max Heuristic: SS and PR 

[59] Fm │ s ijk , r j │C max GA and TS 

[93] F │learn, avail, r j │� F j Heuristic and SA 

[7] F │backlog │Costs GA 

[99] F │setup, avail │C max ACO 

[68] F │R j , P ij │C max & � F j & � T j CCP and FGP 

[94] F │OA = order acceptance │� w j T j TS-GA 

[6] F │ learn, s ijk │C max & � F j & T max Augmented ε-constraint, heuristic 

( continued on next page ) 
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Table 1 ( continued ) 

Reference Problem Comments 

[14] F ││� C j IG 

[15] F ││C max OM 

[20] F │avail │C max OM 

[33] F │skip │� F j SA 

[78] F │lot-streaming │C max MPF 
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rocessing and removal times. In this case, PFS cannot ensure op-

imality, and in the worst case the makespan of PFS is 3/2 of the

PFS makespan. They also analyzed the two-machine case with fi-

ite buffer capacity, to show again that PFS does not ensure opti-

ality. Both cases analyzed by Strusevich and Zwaneveld are NP-

ard. Deal et al. [21] analyze problems of petrochemical plants for

hich NPFS schedules are feasible, using FIS buffering. To solve the

roblem these authors use a heuristic method identifying critical

obs, balancing the job load among processing stations and avoid-

ng bottlenecks. Grau et al. [31] study the scheduling of multipur-

ose batch plants with a finite wait inter-stage policy (after fin-

shing the processing a job in a machine, the time that the next

ob can wait is restricted). To face this NPFS problem they imple-

ented recursive procedures. Koulamas [40] presented a heuris-

ic (HFC) capable of generating non-permutation schedules when

t deems appropriate. This heuristic has a similar performance as

he NEH heuristic [57] , with the advantage of yielding NPFS solu-

ions while the NEH algorithm does not. Schwindt and Trautmann

84] analyze scheduling in batch production systems seen as an

nstance of resource–constrained project scheduling by incorporat-

ng sequence–dependent facility setup times and finite interme-

iate storage constraints. They also take into consideration possi-

le production shutdowns and time–varying work force. Jain and

eeran [35] propose a multi-level hybrid meta-heuristic enabling

n efficient interaction between strategies of intensification and

iversification, based on scatter search and path relinking tech-

iques. Liu and Ong [50] propose three meta-heuristics for PFS and

PFS problems based on the neighborhood structure of insertions.

he meta-heuristic for NPFS problems has a critical-path neighbor-

ood structure. Méndez and Cerdá [53] formulates a mathematical

odel of operational strategies changing the precedences in the

roduction line, also assuming that decisions can be made on the

se of intermediary buffers shared by several stages of the process.

ugazhendhi et al. [65] consider the NPFS problem assuming skip-

ing or missing operations. A heuristic procedure (called NPS) that

nserts a job in the sequence whenever it improves the makespan.

rucker et al. [16] handle the NPFS problem with limited buffer ca-

acity, which can eventually lead to blockings (when the buffer is

omplete, the job must wait occupying the machine after its pro-

essing has finished). To solve the problem, they implement a Tabu

earch algorithm. Aggoune [66] addresses the NPFS problem con-

idering availability constraints due to maintenance activities. Two

ypes of maintenance activities are considered separately, one of

 fixed type, and the other of a time-window kind. In the fixed

ase, the tasks must be carried out according to a fixed timetable,

hile in the time-window case, there exists a time interval to

erform the maintenance tasks. The solution is obtained using a

ombination of a genetic algorithm and Tabu Search. Pugazhendhi

t al. [66] tackle the NPFS problem with missing operations and

equence-dependent setup times. The optimizing procedure con-

ists in a new recursive formulation that gives a good permuta-

ion solution, followed by the NPS heuristic [ 65 ] improving the

olution by yielding non-permutation schedules. This paper, also,

eals with the objective function of minimizing the total weighted

ow time. Rebaine [73] studies the worst-case performance ra-

io between the solutions of NPFS and PFS problems with time
elays. For the two-machine case, the solution of the PFS version

oes not ensure optimality yielding a worst-case makespan ratio of

. But if the operation times are just of one unit of execution time,

he makespan ratio is reduced to (2-(3/n + 2)). For the m -machine

ase, the makespan ratio is bounded by m . Haq et al. [32] ad-

ress the NPFS problem with a Scatter Search algorithm. The al-

orithm is based on joining solutions and exploiting the adap-

ive memory to avoid generating or incorporating duplicate solu-

ions at various stages of the problem. Ying and Lin [96] present

 Multi-Heuristic Desirability Ant Colony system (MHD-ACS) for

PFS problems. They show the benefits of ant colony optimiza-

ion for the solution of NPFS problems. Ying [97] proposed an it-

rated greedy heuristic for NPFS problems. This heuristic is com-

ared to other simple constructive heuristics and state-of –the-

rt meta-heuristics. As a conclusion, the author indicates that iter-

ted greedy methods are promising for NPFS problems. Rayward-

mith and Rebaine [72] present two heuristics for the two-machine

nit execution time operations with time delays. The heuristics

re based on ordering jobs in terms of a non-increasing time de-

ays order. Sadjadi et al. [82] analyze three NPFS problems, two

f them with makespan as the objective function and the other

ne with total weighted tardiness. In the makespan cases differ-

nt features are considered, one of them involves including time

ags while another assumes sequence-dependent setup times. Both

f these cases consider missing operations. Mixed-Integer linear

rogramming formulations are presented for both cases. Sadjadi

t al. [83] consider two NPFS problems with different objectives:

ne with makespan and the other with total flow time as goals.

o solve this problem, they implement a two-step procedure. Ini-

ially, an Ant Colony optimization algorithm is used to obtain a

ood permutation solution. Then, this solution is improved by

eans of a local search procedure that yields a non-permutation

olution. Lin and Ying [46] present a hybrid Simulated Annealing

nd Tabu Search algorithm for the NPFS problem also yielding a

on-permutation solution. Nagarajan and Sviridenko [58] present

 bound for the PFS and the NPFS solutions to the general case,

howing that the makespan of the PFS optimal solution can be at

ost 2 
√ 

min { m, n } times the makespan of the NPFS optimal solu-

ion. 

Zheng and Yamashiro [100] propose a quantum differential evo-

utionary algorithm (QDEA) for the NPFS problem. The algorithm is

ased on running differential operations and local search over a so-

alled Q-bit representation. Färber et al. [26] address a scheduling

roblem in which resequencing is permitted when workstations

ave access to intermediate or centralized resequencing buffers, al-

hough this access is restricted by the number of available buffer

laces and the physical size of the products. To solve this prob-

em, the authors apply a hybrid approach, based on constraint

ogic programming (CLP). Brucker and Shakhlevich [17] study the

nverse scheduling version of the flow-shop problem, i.e. one in

hich, firstly, a job sequence is given, and then, to make it optimal,

rocessing times are restricted as to satisfy certain boundaries.

hey deduce necessary and sufficient conditions for both PFS and

PFS problems. Ramezanian et al. [70] study the NPFS problem

ith missing operations, solving it with a genetic algorithm and

abu Search. Rudek [79] prove that in the two-machine case with
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learning effects, PFS does not ensure optimality, and both ap-

proaches (PFS and NPFS) are NP-hard, even if the learning ef-

fect is assumed for only one of the machines (in a form of steep

learning curve). Cheng et al. [18] analyze the process of tearing-

down and reconstructing buildings as a two-machine flow-shop

with resource-constrained problem. The authors provide MIP prob-

lem formulations and discuss their complexity, developing poly-

nomial algorithms for special cases. Rossi and Lanzetta [75] ad-

dress the NPFS problem with an ACO algorithm, establishing that

the minimum buffer capacity to avoid blockings is ( n-2 ). Rossi and

Lanzetta [76] deal with the same problem. A particular feature of

the ACO algorithm is that from the beginning it explores non-

permutation solutions. In [76] the authors tested the ACO algo-

rithm on [89] benchmarks, but in [77] they use the benchmarks of

[22] benchmarks. For these instances, their ACO algorithm outper-

forms other variants also used to solve NPFS problems. Shen et al.

[85] tackle the NPFS batching problem with sequence-dependent

family setup time. These authors develop a Tabu Search algo-

rithm, including double tabu lists and multilevel diversification.

The group technology assumption is relaxed, allowing the family of

jobs to be split. Gharbi et al. [27] present lower and upper bounds

for several single-machine adjustment procedures. Moukrim et al.

[56] introduce a Branch & Bound algorithm for the problem de-

scribed in [73] . They present both new bounding procedures for

this B&B algorithm as well as new dominance rules. Benavides et

al. [13] deal with heterogeneous NPFS problems for which two si-

multaneous issues need to be addressed: the assignment of work-

ers to workstations and the scheduling problem itself. The moti-

vation comes from cases in which workers are disabled people,

and thus, their skills are not homogeneous. To solve this optimiz-

ing problem, a Scatter Search and a Path Relinking algorithm are

proposed. In [59] the problem analyzed is a NPFS in the context of

a manufacturing cell with agreeable release dates and setup times

dependent on the sequence of parts of related products. Genetic al-

gorithms and Tabu Search yield the solutions. Zhang et al. [99] ap-

proach the NPFS problem with periodical maintenance activities.

The method used for its solution is a hybrid genetic algorithm

and a heuristic based on NEH theory. Rossit et al. [78] deals with

NPFS problem under lot streaming considerations. Benavides and

Ritt [15] propose a constructive iterated local search heuristic for

the NPFS problem. The algorithm is based on the observation that

permutation and non-permutation schedules are similar enough as

to facilitate finding a non-permutation solution after obtaining a

good permutation one. Cui et al. [20] deal with NPFs problems

with availability constraints. The availability of machines depends

on two kinds of extra-production tasks, one involves fixed tasks

while the other refers to tasks with flexible time intervals with the

continuous working time assigned to machines cannot surpass a

maximum allowed time. The optimization is carried out running a

hybrid incremental genetic algorithm combining local refinements

and a population diversity supervision scheme. 

3.1.2. Other completion-time based objectives 

We will review here the literature on NPFS problems with

other completion-time based objectives. In particular, we will focus

on the following objective functions: total completion time, total

weighted completion time, total flow time and total weighted flow

time. 

Rajendran and Ziegler [69] study the NPFS problem with miss-

ing operations when the objective function is the minimization

of total flow time. The authors solve it using dispatching rules

combined with a heuristic rule. Pugazhendhi et al. [67] deal with

two NPFS problems with missing operations, the first one min-

imizing the total flow time, and the second, minimizing the to-

tal weighted flow time. They present a heuristic (NPS-set), which

works by improving a permutation schedule. Färber and Coves
oreno [24] propose a genetic algorithm for NPFS problems when

ntermediate buffers are not available for every station or machine,

ach of which is assumed to be capacitated. Färber et al. [25] tackle

 NPFS problem in which the demand is semi-dynamic and the re-

equencing is restricted (similarly to [24] ). The objective function is

otal weighted completion time. The authors solve the problem by

pplying two approaches: the first a Constraint Logic Programming

nalysis and the second a genetic algorithm. Li et al. [41] address

 two-machine robotic NPFS problem with total weighted comple-

ion as the performance criterion. Robots take care of loading, un-

oading and translating jobs from a station to another. These robots

an handle only one job at a time. Optimal solutions arise from the

pplication of a genetic algorithm. Vahedi-Nouri et al. [91] address

he NPFS problem with learning effects and machine availability

onstraints under the minimization of total flow time. The authors

resent a MIP formulation and propose an improvement heuristic.

senberg and Scholz-Reiter [34] deal with a batching NPFS prob-

em, where batches are built at each stage. This results in a stage-

nterdependent batching and scheduling problem. These authors

onsider three different objective functions: total flow time, total

ompletion time and makespan. Vahedi-Nouri et al. [93] present a

euristic method and a Simulated Annealing algorithm for a NPFS

roblem with learning effects, availability constraints and release

ates. The objective function optimize is total flow time. Bena-

ides and Ritt [14] study the advantages of NPFS over PFS sched-

les. They use a two-phase heuristics and consider the case of to-

al completion time as objective function. In the first phase, an it-

rated local search algorithm seeks a good permutation solution,

nd in the second phase, an effective insertion neighborhood im-

roves that solution by exploring close non-permutation solutions.

enneberg and Neufeld [33] study a NPFS with missing operations

hen the objective is total completion time. They solve it with a

odification of the NPS-set heuristic presented in [22] , based on a

wo-phase version of Simulated Annealing. 

.2. Due-date based objectives 

Here we will focus on papers in which the objective functions

epresent a due-date concept. These problems are known for be-

ng computationally hard, being even “binary NP-hard” in two-

achine cases [10] . Nevertheless, these problems have been exten-

ively studied in the PFS setting [ 12 , 62 ]. 

The objective functions that will be contemplated in this sec-

ion are: maximum tardiness, total tardiness and total weighted

ardiness. 

Swaminathan et al. [88] study the impact of the enforcement

ermutation condition on the general flow shop (non-permutation)

roblem. The goal analyzed is total weighted tardiness. To ob-

ain the solution they use three approaches: pure permutation,

hift-based and pure dispatching. The latter is the one able to

ield non-permutation schedules. Their results show that PFS pro-

ides an inefficient approach to this problem. Swaminathan et al.

87] study the same problem in a simplified version. Liao and

uang [44] study the NPFS problem with total tardiness as a goal,

resenting and evaluating three different MIP formulations. Then,

hey present also two Tabu Search algorithms. The comparison of

PFS to PFS indicates that NPFS is much more suitable for these

ypes of problems. Ziaee [101] addresses the NPFS problem with

equence dependent setup times with the minimization of total

eighted tardiness as objective. This author proposes a two-phase

euristic with the usual pattern. Namely, the first phase looks for

 good permutation solution, and second one, improves it through

 non-permutation local search. Xiao et al. [94] analyze flow-

hop scheduling with order acceptance under weighted tardiness.

he authors present two different formulations of the problem.

he first is a MIP formulation, which CPLEX can solve for small
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nstances. The second one, is a NIP (non-linear integer program-

ing) formulation that can be solved, in particular its medium and

arge size instances, by a two-phase genetic algorithm. 

.3. Experimental mono-objective studies 

In this subsection, we present a group of papers comparing

he quality of the solutions of the PFS and NPFS problems in ex-

erimental analyses. These papers consider different given mono-

bjective manufacturing settings, in order to assess the extra com-

utational effort required by the NPFS problems. The validity of the

omparisons of these papers comes from the fact that the prob-

ems are tested under the same parameterization and same in-

tances while the solutions are obtained running the same algo-

ithms. In this way, these papers provide valuable experimental in-

ights to the non-permutation literature. The objectives analyzed

n all the cases are the six more common ones used in scheduling:

hree are completion-time based criteria (makespan, total comple-

ion time and total weighted completion time), and the other three

re due-date based criteria (maximum tardiness, total tardiness

nd total weighted tardiness). 

Liao et al. [43] were the first to carry out this type of research.

hey tested a classic flow-shop system under six objective func-

ions. Their results indicate that, in general, NPFS schedules im-

rove very little over the PFS ones the value of completion-time

ased objectives. However, for due-date based criteria the improve-

ent is significant, especially for problems with more than thirty

obs. They used as optimization tools a Genetic Algorithm and a

abu Search algorithm. Lin et al. [47] presents a similar study, with

he same objective functions but for a flow line manufacturing cell

ith a sequence-dependent family of setups. Again, the conclu-

ion for completion-time based objectives is that non-permutation

nd permutation schedules have a similar performance, being non-

ermutation a little better. But for due-date based objectives, non-

ermutation schedules clearly outperform permutation ones. The

uthors solve the problems using a Genetic Algorithm, Simulated

nnealing and Tabu Search. The Simulated Annealing procedure

utperforms the other two meta-heuristics. Ying et al. [98] re-

isit [47] , testing different setup ranges, concluding that, for larger

etup ranges NPFS overtakes PFS for most of the cases yielding

arger improvements. They find that NPFS performs better, in gen-

ral, under the six objective functions, but for due-date based ones,

ts performance is much better than that of PFS. In this case, all the

olutions are found running a Simulated Annealing algorithm. 

.4. Multi-objective versions 

A promising area of study for non-permutation scheduling in-

olves the optimization of several objectives, mainly because the

on-permutation case allows for a dearth of new solutions that

o not arise in the permutation setting. The papers that analyze

ultiple-objective instances of the NPFS problems will be reviewed

ext. 

Mehravaran and Logendran [51] were the first to study multi-

bjective problems under non-permutation schemes. They consider

 flow-shop setting with sequence-dependent setup times assum-

ng machine availability constraints, job releasing and missing op-

rations. They use a bi-objective function. The goal is the mini-

ization of the normalized sum of weighted completion time and

eighted tardiness. The authors present a MIP formulation and a

abu Search algorithm. Mehravaran and Logendran [52] address

he NPFS problem considering dual resources: machines and la-

or. The goal is the minimization of the total weighted comple-

ion time and the total weighted tardiness. As in [51] they use

 weighted sum combining the two objectives. The specification

f the problem includes different skill levels, sequence-dependent
etups, machine availability constraints and job release dates. A

wo-layered procedure yields the solution. The outer layer solves

he traditional flow-shop problem (considering only job sequenc-

ng), and the inner layer, finds an assignation of jobs to labor

n agreement to the machine schedule. Three different search al-

orithms are developed. These authors, the first ones to investi-

ate flow-shop scheduling with two resources problem, emphasize

n the superiority of non-permutation schedules over permutation

nes. Rahmani et al. [68] study a stochastic NPFS problem. Pro-

essing times and release date are stochastic parameters that have

 normal distribution. Three different objectives are minimized:

akespan, total flow time and tardiness. To deal with uncertainty

hey apply both a chance constrained programming and a fuzzy

oal programming approach. They also adapt a genetic algorithm

o handle large-size problem. Amirian and Sahraeian [6] analyze a

PFS problem minimizing simultaneously the makespan, the sum

f flow time and maximum tardiness. The setting includes release

ates, past sequence-dependent set-up times, learning effects and

achine availability constraints. The authors use, as solution meth-

ds, Augmented ε-constraint and a heuristic based on it. 

.5. Economic objective functions 

In this section, we review works that evaluate objective func-

ions from an economic point of view, trying either to minimize

peration costs or to maximize profits. In particular, we review pa-

ers that study NPFS problems in which the cost is the objective

unction. In these five contributions, the specification of which cost

as to be minimized varies. 

Grau et al. [30] study a NPFS problem seeking to minimize the

roduct changeover cost of the production plan. This cost is in-

urred each time the production is set to produce a different prod-

ct. The authors develop a Branch and Bound procedure to solve

he problem. Doganis et al. [23] analyzes flow shop lubricant pro-

uction processes. A MILP model is used to generate schedules

hat are potentially NPFS, but not allowing Schedule changes at all

tages since between some of them buffering is of NIS type. The

bjective is the maximization of the income accrued by the firm.

iberopoulos et al. [45] study problems of production plants of PET

esins with intermediate storage facilities specific to each product.

he objective is the minimization of costs of set up of intermediate

uffers, in order to adapt products to alternative buffers, a costly

ctivity, without hampering the operational capacity of the system.

ohammadi et al. [55] address both the lot sizing and the schedul-

ng problem in a NPFS system. They develop a MIP formulation

or the problem and present five MIP-based heuristics to minimize

etup, storage and production costs. Some of these heuristics are

nly capable of solving the PFS version of the problem. Vahedi-

ouri et al. [92] analyze a NPFS problem with learning effects and

exible maintenance activities. The objective is the minimization of

he sum of tardiness and maintenance costs. The authors develop

 hybrid of a Firefly algorithm and Simulated Annealing to solve a

IP formulation of the problem. Ramezanian and Saidi-Mehrabad

71] investigate the lot sizing and scheduling flow-shop problem,

onsidering sequence-dependent setups, capacity constraints, un- 

ertain processing times and uncertain multiproduct and multi-

eriod demand. A MIP model joint with a big bucket time ap-

roach represents the problem. Two MIP-based heuristics with a

olling horizon framework are applied. The authors also develop

 hybrid meta-heuristic based on a combination of Simulated An-

ealing, a Firefly algorithm and an ad-hoc heuristic for scheduling.

abaei et al. [7] also analyze the lot sizing and scheduling problem

nder slightly different constraints, namely sequence-dependent

etups, setup carryover and backlogging. They propose a MIP for-

ulation solved by the application of a genetic algorithm. 
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Fig. 2. Number of papers published in five-year periods. 

Fig. 3. Distribution of objective functions considered in the literature. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Distribution of optimization tools used. ACO: Ant Colony Optimization, GA: 

Genetic Algorithm, TS: Tabu Search, SA: Simulated Annealing, MP: Mathematical 

Programming, B&B: Branch and Bound. 
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4. A quantitative analysis of the literature 

This review has analyzed 72 papers, representing, as far as we

know, the whole NPFS literature (not including Hybrid Flow-Shop

variants). Our analysis follows closely other reviews, as for instance

Yenisey and Yagmahan [95] on multi-objective flow-shop formu-

lations and Ruiz and Vásquez-Rodríguez [81] on hybrid flow-shop

problems. 

A remarkable aspect of this scheduling literature is that more

than the 65% of the papers have been published after 2007. This

is can be seen in Fig. 2 , in which for clarity papers are grouped

in terms of their publication in five-year periods. Given the clear

trend to an increasing number of publications, while still low

compared to those devoted to other well-developed scheduling

issues, we can infer that NPFS is a promising area for further

developments. 

Fig. 3 shows the different NPFS problems that have been

analyzed in the literature, indicating the proportion of papers

devoted to each kind of objective function. As was already men-

tioned, completion-time based are by far the most frequent objec-

tives functions: 73% of the papers focus on them. A special case

of completion-time objective is makespan, covered by 56% of the

papers. Other kinds of completion-time objectives are analyzed in

17% of the publications. This is not surprising, giving the primacy

of makespan over other objective functions in the literature on

scheduling, as indicated in [81] . The other types of objectives func-

tions are considered in the remaining 27% of the literature. From

them, due-date based objectives functions represents only the 8%

of the publications, indicating that these important objective func-

tions are under-represented, requiring further and deeper atten-

tion. This has been emphasized in particular in [ 43 , 47 , 98 ]. 

The distribution of the different optimization techniques ap-

plied in the literature is presented in Fig. 4 . This shows that in

general, exact approaches (mathematical programming and Branch

and Bound) are not frequently applied, representing only 22% of
he literature. In contrast, heuristics are used in 28% of the pub-

ications. Particular cases of meta-heuristic, Simulated Annealing,

abu Search, Genetic Algorithms and Ant Colony Optimization al-

orithms are the most frequently applied methods of solution. 

To conclude, we can point out that there does not exist yet a

onsensus on the state-of-the art optimization methods for NPFS

ethods. We can state that exact methods seem not to be (cur-

ently) the most adequate for the solution of problems of inter-

ediate and large size, while heuristic and meta-heuristic meth-

ds have shown to be able to yield solutions for them of good and

ery good quality. The downside of this is that heuristic methods

re not yet able to handle general cases. On the other hand, among

eta-heuristic methods, those based on Tabu Search yield bet-

er results than others to which they have been compared. Those

omparisons, it must be noted, are not exhaustive and thus Tabu

earch cannot be deemed yet as the best possible approach to solv-

ng NPFS problems. The natural similarities between NPFS and PFS

roblems have led some authors [ 16 ] to develop sequential im-

rovement procedures that start by solving, in a standard way, the

FS problem. The result of such procedures is, at the very least, a

ery good PFS solution but sometimes yielding a NPFS one. On the

ther hand, Rossi and Lanzetta (2014, [77] ) applied meta-heuristics

ACO) to NPFS problems just from the start, instead of finding a

revious PFS solution. This allows to search directly the space of

PFS solutions. The proviso is that this approach is more ade-

uate in the cases in which the optimal NPFS and PFS solutions

iffer markedly. When those solutions are rather similar, starting

rom PFS solutions seems a better approach to reach the optimal

PFS ones. Both approaches profit form the flow shop structure, in

hich the sequence is the same for all jobs. 

.1. Bibliometric analysis 

Also is of interest to provide some bibliometric information

bout the literature on NPFS. We follow the approach of other re-

iews, such as Aguezzoul [2] , Merigó et al. [54] and Gorman [28] ,

ho showed that bibliometric information can be very useful for

he evaluation of the research on a new topic. The relevant infor-

ation includes the list of journals were papers on the topic have

een published, the frequency of publication and their impact. On

he latter, [28] centers its attention in the number of citations re-

orted by Google Scholar at the time the article was retrieved. This

eans, in our case, August 2016. 

Table 2 is the list of all the journals that have published two or

ore papers reviewed in this work. We can see that the Interna-

ional Journal of Production Research has been the outlet for 11% of

ll the papers in the field. It is closely followed by the International

ournal of Advanced Manufacturing Technology and Computers &

perations Research, that have published 7 and 6 of the papers,
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Table 2 

List of journals that have published two or more articles on NPFS. Note: the percentage is over 

the total of papers reviewed. 

Publication name No. of Papers Percentage (%) 

International Journal of Production Research 8 11 

International Journal of Advanced Manufacturing Technology 7 10 

Computers & Operations Research 6 8 

Proceedings 6 8 

Computers & Chemical Engineering 5 7 

European Journal of Operational Research 4 5 

Computers & Industrial Engineering 3 4 

Journal of Scheduling 3 4 

OR-Spectrum 2 3 

Applied Mathematics and Computation 2 3 

Expert Systems with Applications 2 3 

Journal of Applied Sciences 2 3 

Table 3 

Citations of NPFS papers drawn from Google Scholar, 

August 2016. 

Bibliometric analysis 

Numbers of total cites of NPFS papers 1452 

Average number of cites per paper 20 

Most cited paper [40] 138 

Papers with ≥10 cites 37 (50%) 
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espectively. With respect to conference proceedings, we only con-

ider those indexed in Scopus and Google Scholar and are written,

t least its abstract, in English. The journals listed in Table 2 have

ublished 68% of the papers on NPFS reviewed here. 

Journals other than those listed in Table 2 that have published

t least one article on NPFS, are Information Sciences, Journal of

anufacturing Systems, International Journal of Production Eco-

omics and Applied Mathematical Modelling. 

The impact of the work on NPFS is assessed in terms of the

umber of citations reported by Google Scholar. Table 3 presents

his information. We can see there the high impact of these ar-

icles, totaling more than 1400 citations. That means, in average,

0 citations per NPFS article while the most cited one is Koulamas

40] with 138 cites. On the other hand, we have to note that more

han half of the papers, 37 of them, have 10 or more cites. 

.2. Special cases 

Since NPFS is far from being an extensively researched topic, we

ollect some important results that may serve as guidelines for be-

inners or as a state-of-the-art reference for advanced researchers

r practitioners in the field. The first point to make is that NPFS

chemes must yield the same or better results than PFS ones for

he same problem instance since the former includes all the so-

utions of the latter and more. On the other hand, a highly rele-

ant topic is the extra computational effort required to solve NPFS

roblems in comparison to PFS problems. The oldest result in this

espect was presented by Conway et al. [19] showing that, for the

eneral flow-shop setting (non-permutation for us) and makespan

s objective function, the schedule on the first and the second
Table 4 

Special Non-permutation results, considering makespan as objective. 

Problem Comments 

F ││C max vs F │prmu │C max PFS makespan worst case is: 2 
√ 

min { m, n }
F 2 │removal times │C max PFS approach does not ensure optimality. P

F 2 │block │C max PFS approach does not ensure optimality. 

F 2 │time delays │C max PFS does not ensure optimality. PFS makesp

F 2 │learning effect │C max PFS does not ensure optimality. 
achine can be the same without hampering the optimal solu-

ion. The same is true for the last and the second to last machines.

hus, for the case of F 3 ││C max , PFS is optimal. This result is clearly

roven in [27] . In consequence, the NPFS approach becomes ben-

ficial for systems with more than three machines. Newer results

llow refining this analysis. In Table 4 , we highlight some of these

esults. The first row presents the bound on the worst case if the

roblem is solved by a PFS scheme. The next rows indicate spe-

ial cases for which PFS cannot ensure optimality, even in the two-

achine case, because some of the conditions of [19] do not apply.

Other relevant experimental results described recently are: 

• For a wider range of processing times, the chances that NPFS

schemes outperform PFS schedules increase [90] . 
• In general, environments in which the objective functions are

due-date based will benefit more of the NPFS approach than

environments in which they are based on completion-time

[ 43 , 94 , 98 ]. 
• For a wider range of setup times it is more likely that the NPFS

approach outperforms the PFS approach [ 98 , 85 ]. 
• For simple flow-shop, the makespan is 2–3% better in the NPFS

case [ 43 , 16 ]. 

. Conclusions and directions for future research 

In this paper, we have reviewed 72 articles on NPFS. We have

lassified these papers according to the variants of the problem

onsidered in them, including the assumptions, constraints, objec-

ive functions and solution methods applied by the authors. We

hink this work may be helpful to other researchers in the field as

ell as a starting point for new research effort s. 

The papers have been analyzed based on the type of objective

unction considered. Completion-time based criteria are the most

requent among the NPFS problems. Within this group, makespan

s the most intensively studied (more than half of the papers have

akespan as objective function). The other optimization criteria

due-date based and costs) and multi-objective approaches are

overed in a quarter of all the publications. It is clear that these ap-

roaches are underrepresented in the literature. A conclusion from
Source 

 times NPFS makespan. [58] 

FS makespan worst case is: 3/2 times NPFS makespan. [86] 

[86] 

an worst case is: 2 times NPFS makespan. [73] 

[79] 
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this review is that NPFS papers have, in average, 19 citations with

more than half of them having been cited over 10 times. 

Besides these conclusions, we present also a compendium of

some theoretical and experimental results. On the theoretical as-

pect, we mentioned the problems for which the PFS approach does

not ensure optimality, even in two-machine cases. That is, prob-

lems for which the NPFS approach becomes necessary to obtain

high quality solutions. We also present a concise list of experimen-

tal results on the comparison of NPFS against PFS. 

The NPFS problem is a recent and under-developed research

topic (compared to traditional scheduling problems), and thus a

promising area for further developments. The review allows us to

suggest that the following are relevant inquiry issues. (1) NPFS

problems with due-date based objective functions. (2) NPFS prob-

lems with three or more objectives. (3) real world case stud-

ies, comparing the costs of using NPFS and PFS approaches. (4)

Scheduling under uncertainty is an interesting problem for which

rescheduling could help to improve solutions. (5) The implementa-

tion of new meta-heuristics to address complex NPFS systems. 
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