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A B S T R A C T

Big Data has emerged as a significant area of study for both practitioners and researchers. Big Data is a term for
massive data sets with large structure. In 2012, Big Data passed the top of the Gartner Hype Cycle, attesting the
maturity level of this technology and its applications. The aim of this paper is to examine how do researchers
grasp the big data concept? We will answer the following questions: How many research papers are produced?
What is the annual trend of publications? What are the hot topics in big data research? What are the most
investigated big data topics? Why the research is performed? What are the most frequently obtained research
artefacts? What does big data research produces? Who are the active authors? Which journals include papers on
Big Data? What are the active disciplines? For this purpose, we provide a framework identifying existing and
emerging research areas of Big Data. This framework is based on eight dimensions, including the SMACIT
(Social Mobile Analytics Cloud Internet of Things) perspective. Current and past research in Big Data are
analyzed using a systematic mapping study of publications based on more than a decade of related academic
publications. The results have shown that significant contributions have been made by the research community,
attested by a continuous increase in the number of scientific publications that address Big Data. We found that
researchers are increasingly involved in research combining Big Data and Analytics, Cloud, Internet of things,
mobility or social media. As for quality objectives, besides an interest in performance, other topics as scalability
is emerging. Moreover, security and quality aspects become important. Researchers on Big Data provide more
algorithms, frameworks, and architectures than other artifacts. Finally, application domains such as earth,
energy, medicine, ecology, marketing, and health attract more attention from researchers on big data. A
complementary content analysis on a subset of papers sheds some light on the evolving field of big data
research.

1. Introduction

Nowadays, organizations and individuals generate large amounts of
data at a very high rate. With an impressing amount of data arriving at
an exabyte scale, new insights can be obtained from their contents. The
latter will help organizations to gain richer insights and improve their
competitive position. Moreover, it is generally accepted that relevant
information obtained using Big Data technologies will enhance en-
terprises efficiency and competitiveness.

International Data Corporation (IDC) found that the created and
copied data volume in the world was 1.8 zettabites (ZB). It is estimated
that this figure will double every other two years in the near future [1].
[2] asserts that Big Data can improve the potential value of the US
medical industry estimated at USD 300 billion. It considers that
retailers that fully utilize Big Data may increase their profit by more
than 60%. Finally, according to McKinsey, Big Data may also be

utilized to improve the efficiency of government operations. Let us
remind that 5 exabytes (EB) of data were created by human until 2003.
Today this amount of information is created in two days. In 2012,
digital world was expanded to 2.72 ZB. It is predicted to double every
two years, reaching about 8 ZB by 2015 [3]. IBM indicates that every
day 2.5 EB of data are created. CISCO predicts that, by 2020, 50 billion
devices will be connected to networks and to the Internet. The
investment in spending on Information Technology (IT) infrastructure
of the digital universe and telecommunications will grow by 40%
between 2012 and 2020. Big Data will account for 40%. Moreover IDC
expects that 23% of the information in the digital universe (or 643 EB)
would be useful for Big Data. It includes data originated from
surveillance footage, embedded and medical devices, entertainment,
social media, as well as consumer images.

Companies are learning to take advantage of Big Data. They use
real-time information from sensors, radio frequency identification to
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understand their business environments and to create new products
and services. Organizations capitalize on Big Data in three ways: (i)
they pay attention to data flows, (ii) they rely on data scientists, (iii)
they are moving analytics away from the IT function [4]. Huge
investments are being made by companies with great expectations for
the gains to be made. Big Data is considered to be the new engine to
sustain the high growth of the information industry. Enterprises’
competitiveness is increasingly determined by their abilities to leverage
the technologies associated with Big Data. However, several questions
remain to be answered. What does the future hold? Will the changes be
transformative? What domains are likely to benefit the most? Even
though it is difficult to bring answers to these questions, companies had
great expectations as attested by Gartner. In 2012, Big Data passed the
top of the Gartner Hype Cycle. In 2014, Big Data moved to Trough
Disillusionment phase, attesting a maturity level of companies which
invested in this technology. Successful applications of Big Data in
industry are reported in many publications. Thus, it seems that
industry is ahead of academia [5].

In [6], we analyzed Big Data research using five different perspec-
tives, namely: the timeline, the context, the objectives, the artefacts
created, and the applications (usages). In this paper we updated the
data set of papers and performed a complementary ascending analysis
allowing us to confirm and enrich these perspectives as well as adding a
new one characterizing: who are the researchers publishing on big
data? In which journals they disseminate their research? Which
disciplines are involved? Moreover, we enlarged the source by includ-
ing all scientific domains as referenced by ScienceDirect. In Big Data
Research Journal, we conducted a specific analysis in order to detect
the false negative papers. Finally, we screened all relevant papers in
order to check the potential presence of false positive elements. We
explore the term Big Data using the peer reviewed literature. Our
research question may be defined as follows: how do researchers grasp
the big data concept? The rest of the paper is worded as follows. Section
2 presents a synthetic literature review on Big Data. In Section 3, we
define our framework as a multidimensional model. Section 4 presents
our approach to evaluate the evolution of Big Data in terms of
contributions by the research community. To this end, we position
Big Data in the framework. In addition, we perform a content analysis
on a subset of papers, providing some insight on big data research.
Section 5 concludes the work.

2. Big Data – a literature review

Big Data has been a buzzword in the last decade. The term, coined
by Roger Magoulas1, refers to large data sets almost impossible to
manage and process using traditional data management tools. It refers
to various forms of large information sets requiring complex computa-
tional platforms in order to be analyzed.

There have been some discussions on the definition of Big Data
[7,8]. [9] defined it using the 3Vs model (Volume, Velocity, and
Variety). [1] defined Big Data as “a new generation of technologies
and architectures, designed to economically extract value from very
large volumes of a wide variety of data, by enabling the high velocity
capture, discovery, and/or analysis”. Based on the 3Vs model, [10]
presents an extensive review of Big Data research issues, mentioning
security as a main one. [11] synthesizes the definitions proposed by
companies (Google, Oracle, Gartner, Microsoft, Intel, etc.) concluding
by “Big data is a term describing the storage and analysis of large and
or complex data sets using a series of techniques including, but not
limited to: NoSQL, MapReduce and machine learning” since all
definitions mention size, complexity, and technologies as constituting
the specificity of the Big Data concept. [12] analyzes previous defini-
tions according to four axes: technology, method, information, and

impact, and finally proposes the following definition: “Big Data
represents the Information assets characterized by such a High
Volume, Velocity and Variety to require specific Technology and
Analytical Methods for its transformation into Value.” [13] define Big
Data aiming at the characteristics of the generated data, containing
both the amount and structure of the data. [14] enrich the data
characteristics by additional attributes, such as the scope, target, and
structure of the data. [15] focus on the amount of data and include the
aspect of method. [16] include the aspect of methods and IT infra-
structure topics. [17] incorporate data characteristics and infrastruc-
ture. [2] incorporate the method aspect.

[16] focus on Business analytics resulting from Big Data. However,
published in 2012, it only reports early results in big data and BI & A
(Business Intelligence and Analytics). [18] is a comprehensive state-of-
the-art on Big Data Research. The authors introduce the general
background of Big Data and review related technologies such as
Cloud computing, Internet of Things (IoT), and Hadoop. They also
emphasize the four phases of the value chain of Big Data, i.e., data
generation, data acquisition, data storage, and data analysis. They
examine applications of Big Data, namely enterprise management, IoT,
social networks, medical applications, collective intelligence, and smart
grids. They review the main techniques that Big Data Research
implements.

Emerging Big Data opportunities can be classified into several topic
areas. Jeanne Ross (MIT) proposed the five key areas of Social media,
Mobile systems, Analytics, Cloud, and IoT (SMACIT) as significant
drivers for enterprise digital transformation. Such a classification aims
to emphasize the relations of these technologies with Big Data
characteristics. IoT, Mobile and Social network are major sources of
Big Data.

[19] present a literature survey on Big Data analytics. The
specificity of analytics involving Big Data is due to the hard deadlines,
and to data quality. Methods need to be scaled. The challenges range
from building storage systems to collecting data from distributed
sources in order to run a diverse set of computations on data. This
paper highlights three aspects of Big Data analytics: hardware specifi-
cities, software platforms, and a few application domains. There is a
multi-step pipeline required to extract value from data: heterogeneity,
incompleteness, scale, timeliness, privacy, and process complexity [20].
[21] present a description of Big Data focusing on the analytic methods
used specifically for Big Data. They emphasize analytics related to
unstructured data, which constitute 95% of Big Data, such as text,
audio, video, and social media data. Some potential applications from
different fields are: evolution of commercial applications, and evolution
of scientific applications. [22] present a survey of the big data area,
listing the challenges and solutions in industries and academics from
the perspectives of engineers, computer scientists, and statisticians.

There are many solutions for Big Data related to cloud computing.
Depending on the level of volume, variety, velocity, it is important to
choose appropriate Big Data tools. Thanks to the cloud, we move to Big
Data as a Service or Analytics as a Service [23]. Thus, customer and
provider's staff are much more involved in the loop. [24] proposed a
classification for big data, a conceptual view of big data, and a cloud
services model. They also investigate some innovative research issues
such as privacy, legal and regulatory issues, and governance.

Although the current IoT data is not the dominant part of Big Data,
by 2030, the quantity of sensors will reach one trillion. Then the IoT
data will be the most important part of Big Data [25]. Big Data in IoT
has three features that conform to the Big Data paradigm: (i) abundant
terminals generating masses of data; (ii) data generated by IoT is
usually semi-structured or unstructured; (iii) data of IoT is useful only
when analyzed.

Finally, [16] mentioned the following applications: e-commerce, e-
government, science and technology, smart health, security and public
safety. One example is sales planning allowing organizations to
optimize their commodity prices. They can also improve their opera-1 http://strata.oreilly.com/2010/01/roger-magoulas-on-big-data.html.
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tion efficiency and optimize the labor force, and use Big Data to
conduct inventory and logistic optimization. Big Data enables enter-
prises to predict the consumer behavior. In e-commerce numerous
transactions can be conducted and recorded every day.

Despite the success of Big Data applications, some obstacles and
challenges in the development of Big Data applications remain. Among
them let us mention: data representation, redundancy reduction and
data compression, data life cycle management, analytical mechanism,
data confidentiality, energy management, expendability and scalability,
and cooperation [20,26].

[27] analyze the merging of a Big Data architecture in an already
existing information system It also tackles semantics aspects (reason-
ing, coreference resolution, entity linking, information extraction,
consolidation, paraphrase resolution, ontology alignment) in the con-
text of Big Data. [28] survey programming models developed for
cluster cloud and grid supporting big data analytics. [29] discuss
several underlying methodologies to handle the data deluge, such as
granular computing, cloud computing, bio-inspired computing, and
quantum computing. [30] analyze the main issues and challenges
according to three steps of the process which are data gathering, data
processing, and data mining. [31] compare six different big data
models (BigTable, Cassandra, HBase, MongoDB, CouchDB,
CrowdDB) as six alternative ways to implement big data sets.

[32] focus on security aspects. It structures big data security and
privacy concerns in five categories, that are respectively Hadoop
security, cloud security, anonymization, monitoring and auditing, and
key management. [33] compare nine big data systems on security
criteria (authentication, encryption, auditing, communication protocol,
etc.). [34] exploresspecific data quality problems appearing or worsen-
ing in big data areas, e.g. inauthentic data collection, information
incompleteness, noise, representativeness, consistency, reliability.

[35] is dedicated to in-memory big data management. Performance
problems belong to seven families: index, data layout, parallelism,
transaction management, query optimization, fault tolerance, and data
overflow. Eighteen in-memory systems are compared. [36] focus on
visualization tools for big data. Ten commercial systems (including
Tableau, Qlik View, Spotfire, JMP) are compared. [37] compare
hardware platforms for big data according to six characteristics, i.e.
scalability, data I/O rate, fault tolerance, real-time processing, data size
supported, and iterative task support. [38] review the real-time big data
systems. [39] survey the clustering algorithms and evaluates their
ability to deal with volume, velocity, and variety aspects. [40] illustrate
how these clustering algorithms are currently evolving to meet these
different requirements.

[41] listed and sorted the challenges pertaining to big data as
follows: data growth, data infrastructure, data governance/policy, data
integration, data velocity, data variety, data compliance/regulation,
data visualization.

[42] elicit different dilemmas regarding big data and provide an
interesting in-depth analysis of them. The authors categorize dilemmas
as follows: 1) epistemological dilemmas such as the relationship
between data and knowledge, the distinction between causal relation
and statistical correlation; 2) methodological dilemmas rendering
obsolete the dichotomy between quantitative and qualitative research,
3) aesthetic dilemmas, in data visualization where accuracy and
aesthetics may be contradictory; 4) technological dilemmas; 5) legal
and ethical dilemmas, e.g. regarding privacy; 6) political economy
dilemmas.

The literature also contains many reviews exploring how big data
impacts some domains. These reviews are generally published in the
journals specific to the corresponding domains. They help researchers
to identify how big data solutions may help them in developing new
contributions in their fields. As an example [43] is dedicated to a survey
on big data analytics in healthcare and government.

[44] see three types of academic units discussing Big Data research.
The first one is the hard core science units which include research in

astronomy, climate science, and genomics. The second one is the
information sciences units contributing to the Big Data paradigm but
moderately. The last group is composed of “all units that have realized
the potential of working with diverse and large datasets”, such as units
related to health care, public health, education, public policy, govern-
ment studies, marketing and retail, and finance. [45] found a contin-
uous increase in the number of publications that address Big Data in
scientific databases, such as Scopus. [46] review the current literature
on Big Data and reveal a focus on the technical perspective.

The authors of [47] conducted a systematic literature review on big
data and identified different relevant dimensions: 1) type of value
creation, including creating transparency, enabling experimentation,
segmenting populations, supporting human decisions, innovating new
business models, products or services; 2) enabled business value,
through data policies, technologies, organizational change, access to
data, industry structure; 3) industry (retail, healthcare, ecology,
education, government, manufacturing, services, technology); 4) re-
search approach; 5) journal. They also report a case study providing
qualitative information on big data specificities.

As a conclusion, the literature is prolific on different aspects: 1) big
data definitions, 2) big data impacts, 3) classical solutions (algorithms,
models, systems) revisited in the context of big data, 4) big data issues
and challenges. Thus the researchers address the big data topic
according to numerous dimensions. We collected these dimensions
and organized them to measure how each one describes big data
research:

– The time dimension: many papers show the impressive curve of big
data research publications;

– the application dimension: several papers list the application
domains of big data research;

– the objective dimension: some papers review how research ad-
dresses security aspects, others deal with quality and several analyze
the performance and optimization aspects.

In our study, we added several other dimensions aiming at gaining
a more comprehensive view of the field. In order to obtain a deep
understanding of big data research, we decided to conduct a systematic
mapping study. In the following, we explain why this type of study is
relevant in such a case and then list the research questions that this
mapping study aims to answer.

3. Research method: a systematic mapping process

The objective of this paper is to structure the existing literature of
the field of big data. To this end, we performed a systematic mapping
study to categorize and summarize the existing information concerning
the research questions. Systematic mapping is a relevant method for
structuring a research field such as big data. It can be considered as a
methodology that offers a visual summary map of the field. It is used to
describe big data research undertaken so far. It gives an overview of big
data research activity. It aims at collecting papers on big data,
performing a classification of these papers, and obtaining an overview
on the current state of research. Systematic mapping [48] provides
mechanisms to identify research evidence. Unlike systematic review
[49] which provides an evaluation of the state of the art related to a
topic of interest, systematic mapping is a more open form of systematic
review. The latter reviews published papers and analyzes their meth-
odology and results. Although it has several benefits, it suffers from the
fact that it requires a considerable effort. On the other hand, systematic
mapping requires less effort while summarizing the existing literature.
Given the fact that the big data area can be characterized by its novelty,
a systematic mapping study is recommended for this research area
where there is a lack of relevant primary studies [49]. Systematic
mapping allows us to obtain an overview of big data research area and
describes how far it is covered in research. It helps in building a
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classification scheme. One result is the frequencies of publications for
the categories obtained. To a certain extent it describes the coverage of
the big data field. Moreover, it enables to answer the research
questions. Finally it provides a visual summary by mapping the results.

As a summary let us stress that systematic mapping and systematic
review are different in terms of goals, breadth, validity issues and
implications. However systematic mapping, unlike systematic review,
is appropriate here since it focuses on classification of research. It
allows us to identify research gaps in big data. It enables thematic
analysis of big data research. It reflects based on search strings and
inclusion criteria. It is visually more appealing.

We have adapted and applied the systematic mapping approach
described in [48] to Big Data research. The process used includes the
definition of research questions, conducting the search for relevant
papers, screening of papers, keywording using abstracts, keywords, and
titles, and finally data extraction and mapping (Fig. 1). As it can be
seen, each step has an outcome. The final result of the process is the
systematic map.

3.1. Definition of research questions

The first step consists in defining the research question. It covers
the review scope. It allows us to define precisely what we want to
accomplish and where we want to search for the information. In other
terms, it enables to identify forums for our research area. Our main
objective in this phase is to provide an outline of the Big Data research
area. This amounts to identify mainly the actors, the quantity, the
frequency, the motivation, the forums, the main approaches, the
results, and the type of research performed. Our research questions
(RQs) as shown in Table 1.

In [6], we addressed the five following dimensions:

– the timeline of publications (When),
– the objectives (Why),
– the artifacts produced (How),
– the related hot topics (What),
– the application domains (Where).

We then performed a brainstorming process to have a more
complete viewpoint which led us to study the authors, the journals,
and the active disciplines. Thus, in this paper, we enriched the set of
research questions addressed. Moreover, for each dimension, we
elicited its different aggregation levels.

3.2. Conduct search for all papers

The second step is devoted to conducting a search for all papers. It
consists in using search strings in ScienceDirect databases. It is obvious
that the search-strings are driven from our research questions. We used
search strings in order to identify all papers related to Big data
research. The scientific database that was intensively used is
ScienceDirect. We browsed through journal publications and looked
specifically for publications defined by ScienceDirect as “original
research”. The search strings used were successively applied to the
abstracts or keywords or titles. As a second search, we looked for
articles in the abstracts only, then in the keywords only, and finally in
the titles only. Our search was applied to all scientific domains as they
are defined by ScienceDirect.

More precisely, the main steps used are: (i) We checked keyword,
title, and abstract fields within the database. (ii) We derived the terms
from the research questions to create the search strings. (iii) To this
end, we first derived the main search terms. Then we checked the
keywords for relevant papers already known and looked for alternative
forms of the terms such as synonyms and relevant keywords. (iv)
Finally, we used Boolean operators OR and AND to incorporate them
into the search strings. We show below an example of a final search
string.

TITLE-ABSTR-KEY("Big data") and TITLE-ABSTR-KEY
("social" or "mobil" OR "analytics" OR "cloud" OR "inter-
net of things" OR "System design" OR "Language" OR
"Prototype" OR "Metric" OR "Algorithm" OR "Guideline"
OR "Methodology" OR "Architecture" OR "Framework" OR
"Taxonomy" OR "Ontology" OR "Healthcare" OR "Marketing"
OR "Tourism" OR "Finance" OR "Government" OR "Education"
OR "health" or "hospitality" OR "Traceability" OR
"Integrity" OR "Confidentiality" OR "availability" or "
privacy" or " reliability " or " scalability " or "
performance " or" usability " or" quality" or "secur-
ity").

As a result of this step, we obtained (1) different lists of papers
describing Big Data research as a whole, (2) different lists of papers
linking Big Data research to one or several dimensions, (3) a set of
abstracts to be further analyzed.

The search is limited to the papers using the “big data” string either
in the title and/or in the keywords and/or in the abstract. Some may
consider that this produces a bias in the results. However, given the
fact that the “big data” buzzword reaches a high penetration rate in
firms as well as in the whole society, our initial research question was to
identify the current landscape of research riding the “big data” wave.
We are aware of the fact that it may ignore a facet of research
addressing big data issues without using the related buzzword. This
aspect is discussed in Section 4.4.

3.3. Screening for relevant papers

The notion of relevant papers is defined according to a set of
inclusion and exclusion criteria. Exclusion criteria were used to exclude
papers that are false positive and therefore not relevant to answer the
research questions. The screening process selects relevant papers
verifying the inclusion criteria such as the ones related to the

Fig. 1. The systematic mapping process [48].

Table 1
Research questions.

RQ 1 How many research papers are produced?
RQ 2 What is the annual trend of publications?
RQ 3 What are the hot topics in big data research? What are the most investigated

big data topics?
RQ 4 Why the research is performed?
RQ 5 What are the most frequently obtained research artefacts?
RQ 6 What does big data research produces?
RQ 7 Who are the active authors?
RQ 8 Which journals include papers on Big Data?
RQ 9 What are the active disciplines?
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dimensions of our framework described in Section 3.4.
More precisely, we performed a screening process of the papers,

considering only relevant papers, defined in ScienceDirect as < <
original research > > . At this step, it is needed to define inclusion and
exclusion criteria, derived from the research questions. Inclusion and
exclusion criteria allow us to select the appropriate papers from
literature. The inclusion criteria adopted are: (1) Only research papers
published in the journals referenced in ScienceDirect; (2) Only studies
described as “original research” in ScienceDirect; (3) Only papers
related to themes of big data in their title or abstract or keywords; (4)
Only studies restricted to publication date ranging from 2006 to
February 2016. The exclusion criteria were: (1) Papers mentioning
“big data” in their abstract but that cannot be considered as describing
research on big data. (2) Papers containing keywords related to our
dimensions (e.g. algorithm which belongs to the artifact dimension)
but discovered as false positives (e.g. the paper does not describe a new
algorithm but only references an existing algorithm) according to these
dimensions. Let's note that all papers describing big data research are
considered as relevant. However, the main objective of this step is to
refine this relevance according to each dimension analyzed.

As a result of this step, we obtained the same lists of papers and
abstracts as in Section 3.2 but refined thanks to exclusion and inclusion
criteria.

3.4. Keywording using abstracts, keywords, and titles

The fourth step aims at obtaining a classification scheme. The
literature review on Big Data revealed many dimensions for analyzing
contributions. In order to enrich this state-of-the-art, we compiled the
most significant dimensions found in the literature and enriched them,
resulting in a new framework described as a multidimensional model
(Fig. 2). Thus the classification scheme is based on our multidimen-
sional model. Thanks to the keywording, we completed the set of values
for each dimension. Moreover we added three new dimensions related
to the sources of research (authors, journals, communities/academic
disciplines).

First, we considered the context dimension which is linked to the
SMACIT perspective. The latter is not often referenced in academic
publications. However it deserved much attention from companies as a
way to structure their digital transformation. Thus, we propose to
analyze how Big Data and each of the SMACIT components, i.e. Social
media, Mobility, Analytics, Cloud, and Internet of Things are correlated
in academic publications. Each of these components is itself a hot topic
in computer science research. Studying the overlapping between them
and Big Data is what we call the context.

The state-of-the-art on Big Data (Section 2) illustrated the new
challenges linked to volume, velocity, and variety. Hence research in
Big Data aims to produce concepts, methods, and tools to build high

quality IT solutions. Thus, we propose the Objective dimension to
analyze which are the main targets of researchers in Big Data. Using
mainly ISO software quality criteria, we propose to study the correla-
tion of Big Data research with the following quality objectives:
integrity, confidentiality, privacy, traceability, reliability, scalability,
performance, usability, quality, security. We particularly detailed the
security criterion (e.g. integrity, confidentiality, privacy, traceability)
since it is a main issue mentioned in Big Data research.

Big Data research aims at providing professionals with models,
methods, and tools to deal with Big Data applications. Thus we propose
a third dimension called Artifact, allowing us to analyze which are the
main contributions of Big Data research. In order to obtain a detailed
viewpoint of the artifacts proposed in academic publications, we used
the typology of artifacts proposed in [50]. Following [51] proposing
four categories of artifacts, i.e. constructs, models, methods, and
instantiations, [50] refines the categories, distinguishing between
language (construct), meta-model, system design, ontology, taxonomy,
framework, architecture, metric (models), methodology, guideline,
algorithm (methods), and prototype (instantiation). Even if research
on Big Data is very dynamic, not all artifacts are actually produced.
This analysis will provide researchers with future research avenues.

The maturity of research is also linked to the validation of
contributions through real life applications. Thus we also listed the
main application domains and analyzed how academics address these
domains. We built the list of domains by screening literature and
eliciting the main fields where Big Data could bring new solutions for
companies. The resulting list constitutes the Usage dimension. In [6],
we elicited the following domains: healthcare, education, government,
finance, marketing, and tourism since we limited our analysis to papers
published in Computer Science and Decision Science domains. By
enlarging the analysis to all other domains, we obtained the following
additional domains: earth, energy, medicine, ecology, chemistry,
agriculture. As an example, the application domain energy takes into
account papers mentioning the keywords energy, petrol or gas.

The dimensions Author, Journal and Discipline have been added to
the original model proposed in [6]. The definition of Author and
Journal dimensions are straightforward. The Discipline dimension
refers to ScienceDirect classification scheme (Table 2).

Finally, the last dimension considered is time (Year dimension). For
several dimensions (Artifact and Objective notably), we could have
refined them as multilevel dimensions.

Thus, the multidimensional model, including its instances, may be
considered as the result of this step. This model is described in more
details below.

3.5. Data extraction and mapping process

The last step is devoted to data extracting and mapping process.

Fig. 2. Multidimensional model.

J. Akoka et al. Computer Standards & Interfaces 54 (2017) 105–115

109



Using the multidimensional model as a framework, we first sorted all
the relevant papers. We then extracted the data. The results obtained
are described in Section 4. Let us mention that we first extracted the
data related to all papers containing the term “big data”. The search
took into account only original articles as considered by ScienceDirect.
It encompasses all the journals indexed by ScienceDirect. The second
step involved the extraction of relevant papers using at least one
dimension of the framework. Frequencies have been derived from a
final classification table.

Section 4 describes the results of our bibliometric study along the
eight dimensions. Screening the abstract (A), keywords (K), and title
(T) of the papers, we defined three measures which are respectively the
number of original research papers published with the topic contained
either in abstracts (A) or in keywords (K) or in titles (T), the number of
original research papers with the topic mentioned in K, and finally the
number of original research papers with the topic in T.

4. Big Data: an emerging research field

Our objective is to consider the term Big Data and to characterize
the ways in which the research community used it in the research
literature. This effort to understand and characterize the current state
of Big Data related research was performed along the eight dimensions
of the model, all of them being based on the ScienceDirect corpus. The
latter enables different aggregated views of the results based on year,
abstract, title, keywords, and specific search chains related to the
context of the research, its objectives, the artefacts produced, as well as
its usages. In addition to the overall characteristics of the publications
on Big Data, a thematic contextual analysis of the abstracts, the titles,
and the keywords, was performed.

In the following, we first provide answers to the research questions.
We then discuss the main findings obtained. Going beyond the first
results, we perform a content analysis in order to gain more insights.
Finally, we present some limits of our study.

4.1. Answers to the research questions

Table 3 presents aggregate measures of big data research along the
different search spaces (A, K or T) for the time horizon considered
(2013–2016).

In Table 3, the first four dimensions (context, artifact, usage, and
objective) allow us to select the correlation between big data research

and one given context (resp. one given artifact, one given usage, and
one given objective). Hence, the value 334 in the first cell means that
334 papers mention both “big data” and at least one chain among
(“social”, “mobile”, “analytics”,”cloud”, “internet of things”) in their
abstracts or keywords or titles. The following four dimensions (year,
author, journal, and discipline) allow us to analyze the distribution of
big data papers per year (resp. per author, per journal, per discipline).
The last row summarizes the number of papers (original research)
which include the chain « big data » respectively in {A and/or K and/or
T}, in {K and/or T}, and in T.

RQ1: How many research papers are produced?
As of March 2016, the total number of research papers containing

the chain “big data” in A or K or T is 693. In K or T this number is 398.
It becomes equal to 240 in T only. Note that in [6] corresponding to
July 2015, those numbers were respectively 486, 415, and 187. These
numbers testify to a significant increase between the two dates
considered. This is especially clear when one considers the time
horizon, as described below.

RQ2: What is the annual trend of publications?
We show in Fig. 3 the annual trend of big data papers. The first

dimension analyzed is time. On the graphical representation, we
omitted the year 2016 (since it is not over) in order not to distort the
curve. This figure illustrates the recent but explosive emergence of big
data research. Note that the activity of the emerging big data commu-
nity was not visible until 2012. There is a surge starting in 2013.

Such increase in a new topic is rare, especially in computer science.
In order to verify this claim, in [6], we reported our findings following a
comparison of “big data” buzzword with other computer science new
topics which appeared in the previous decades such as object-orienta-
tion, XML, and open data. Thus, to the best of our knowledge, no
comparable explosive phenomenon was observed previously.

RQ3: What are the hot topics in big data research?
In order to be able to answer the question related to the most

investigated big data topics, we consider the third dimension, namely
Context. The latter takes into account the focus of research on both big
data and one topic of SMACIT (Cloud, Analytics, Social, Mobility, and

Table 2
ScienceDirect classification scheme.

Agricultural and Biological Sciences
Arts and Humanities
Biochemistry, Genetics and Molecular Biology
Business, Management and Accounting
Chemical Engineering
Chemistry
Computer Science
Decision Sciences
Earth and Planetary Sciences
Economics, Econometrics and Finance
Energy
Engineering
Environmental Science
Immunology and Microbiology
Materials Science
Mathematics
Medicine and Dentistry
Neuroscience
Nursing and Health Professions
Pharmacology, Toxicology and Pharmaceutical Science
Physics and Astronomy
Psychology
Social Sciences
Veterinary Science and Veterinary Medicine

Table 3
Big Data research – number of papers per dimension.

Nb. of papers
Dimensions

With chains in
A, K or T

With chains
in K or T

With chains
in T

Context 334 138 65
Artifact 419 52 36
Usage 113 32 9
Objective 373 54 32
Year 693 398 240
Author 693 398 240
Journal 693 398 240
Discipline 693 398 240
Total 693 398 240

Fig. 3. Number of papers on big data per year.
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Internet of things).
We can see in Table 4 that the most popular topics are Cloud and

Analytics, while Internet of things seems to be lagging behind.
Compared with the previous work presented in [6], the ranking of
the topics has changed. Cloud exceeds Analytics, except when con-
sidered only the titles. In this case, papers containing both “Analytics”
and “Big data” in their titles exceed those containing both “Cloud” and
“Big data”. However the numbers of papers related to all topics
increase. In terms of evolution, we expect a real increase in the number
of papers dealing with IoT topic since it is a more recent subject.

In addition, Fig. 4 provides a visual summary of publications by
topics. Although Internet of things is one of the main markets of big
data applications, it is not well reflected in research publications.
Besides, it seems that the research on mobile data analytics is just
starting. Finally, although many social networks have become popular
over the years, the research on social big data is in its beginnings.

RQ4: Why the research is produced?
To answer this question, we have to consider the third dimension

related to the objectives of the research. We searched for the term Big
Data and each objective corresponding to the terms: security, quality,
performance, privacy, confidentiality, integrity, traceability, reliability,
scalability, and usability (Table 5).

As in the previous study [6], the performance objective dominates.
Followed by quality and security. When considering columns 2 and 3,
security combined with privacy is leading. Thus, security (with privacy)
seems to be considered as very important in the context of big data

whereas performance remains a strong issue for computer scientists in
charge of improving their algorithms. Scalability is emerging as an
objective. Let us notice that, in the first column, if privacy, integrity,
confidentiality, availability, and traceability are grouped with security,
quality will be demoted to third place. However, one should be aware of
the fact that “quality” is a portmanteau word encompassing many
aspects. This is confirmed by its weak numbers in the second and third
columns. Finally, let us remark that traceability and usability are
relatively unexplored in big data research. That means that these
objectives have not yet been revisited in the context of big data.

RQ5: What are the most frequently obtained research
artifacts?

Concentrating on design science research, the fourth dimension
takes into account one of the artifacts produced by the research,
namely: language, meta-model, system design, ontology, taxonomy,
framework, architecture, methodology, guideline, algorithm, method
fragment, metric, and prototype (Table 6 and Fig. 5).

The three main artifacts produced by the research on big data are:
algorithms, frameworks, and architectures. Note that the level of
publications is higher compared to the results obtained in the previous
study [6], evidencing a significant progress. System design, guideline
and taxonomy seem not to be the main concerns of researchers in the
context of big data. When considering only chains in K or T, ontology
emerges as an issue confronted by big data researchers. Analyzing the
last column, one can see that only two artifacts emerge, namely
framework and algorithm. However, framework can be considered as
a portmanteau word.

As it can be seen in Fig. 5, the grouping of several artifacts in a meta
artifact, for example guideline, methodology, algorithm, and metric, as
Method, allows us to exhibit a balance between three meta artifacts

Table 4
Number of papers dedicated to big data and to one of hot topics (SMACIT).

Nb of papers
Dimensions

With chains in
A, K or T

With chains
in K or T

With chains
in T

Cloud 154 66 25
Analytics 136 49 36
Social 99 33 11
Mobility 78 15 5
Internet of things 37 15 4

154

136

99
78

37
0

50

100

150

200
Cloud

Analytics

SocialMobility

Internet of things

Fig. 4. Number of papers on big data addressing one of SMACIT topics.

Table 5
Papers on BIG Data per objective.

Nb of papers
Dimensions

With chains
in A, K or T

With chains
in K or T

With chains
in T

Performance 242 18 13
Quality 66 7 3
Security 61 13 8
Scalability 48 3 0
Privacy 42 18 8
Reliability 18 1 0
Availability 18 0 0
Integrity 7 2 1
Usability 7 0 0
Confidentiality 3 1 1
Traceability 2 0 0

Table 6
Big Data research produces artifacts.

Nb of papers
Dimensions

With chains in
A, K or T

With chains
in K or T

With chains
in T

Algorithm 192 13 9
Framework 171 9 14
Architecture 99 12 5
Methodology 53 0 4
Language 32 11 3
Metric 30 1 0
Prototype 27 1 1
Ontology 19 7 1
System design 10 0 1
Guideline 5 0 0
Taxonomy 5 2 0

32
27

30

192
53

510
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Fig. 5. Big Data research and artifacts.
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(method, model, and construct) in terms of papers published. The
fourth meta artifact (instantiation) is clearly lagging behind.

RQ6: What does big data research produces?
The fifth dimension considers usage or domain applications. We

searched for the number of articles containing the term Big Data and
one of the terms characterizing the usage, namely: healthcare or public
health, education, public sector or government, banking or finance,
tourism or hospitality management, marketing or retail, earth, energy,
medicine, ecology, chemistry, agriculture.

As it can be seen (Table 7), the domain earth has the highest score.
It is predominant in relation to other application domains. Energy is in
the second position followed by domains such as medicine, ecology,
marketing, and health. Surprisingly, area such as agriculture, tourism,
and chemistry have not been the object of intensive research and
publications. When considering column 3, it appears that finance
emerges as the third application domain in the context of big data.
In terms of evolution, we can expect the government application
domain to be more attractive in the near future.

Fig. 6 allows us to notice the lack of discontinuity in terms of
published papers in the different application domains.

RQ7: Who are the active authors?
Table 8 shows the number of researchers working on the theme of

big data. This number is fairly high (726). Note that only four
researchers (Lizhe Wang, Rajiv Ranjan, Francisco Herrera, Jinjun
Chen) have written 4 papers (second row), whereas 682 authors have
published only one paper (fifth row). The dispersion is very large. Up to
date, there are not many specialists dominating the big data research
area.

RQ8: Which journals include papers on Big Data?
Table 9 shows that < < Procedia Computer Science > > is the

dominant journal (200 papers) among those referenced by

ScienceDirect, in terms of publications on Big Data. Far behind is <
< Future Generation Computer Systems > > (55 articles). The remain-
ing papers (471) are scattered among several journals. Note that the
journal “Big Data research” has published only 19 original research
papers. The reason is that the journal is too recent in order to be
visible.

Even though the number of published papers in some journals is
weak, we have to admit that several non computer science journals
show a real interest in the big data topic.

RQ9: What are the active disciplines?
Our aim is to determine the most active disciplines in terms of

research and publications on Big Data. We used ScienceDirect dis-

Table 7
Papers on Big Data application domains.

Nb of papers
Dimensions

With chains in
A, K or T

With chains
in K or T

With chains
in T

Earth 83 16 8
Energy 58 13 9
Medicine 51 10 3
Ecology 48 10 2
Marketing 46 8 1
Health 44 11 2
Finance 35 4 4
Government 35 5 3
Education 22 2 2
Chemistry 10 2 2
Tourism 7 4 1
Agriculture 2 1 1
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48 46 44

35 35

22

10
7

2
0

10

20

30

40

50

60

70

80

90
Big data research and application domains

Fig. 6. Number of papers describing applications of big data in different domains.

Table 8
Main Big Data authors.

Nb of papers Nb of authors

4 4
3 13
2 27
1 682
Total 726

Table 9
Main Big Data journals.

Journal # Papers

Procedia Computer Science 200
Future Generation Computer Systems 55
Neurocomputing 33
Information sciences 20
Knowledge-based systems 19
Big Data Research 19
Expert Systems with Applications 16
Transportation Research Part C: Emerging Technology 14
Technological forecasting and social change 12
Computer Law & Security Review 11
Information Systems 10
Journal of Parallel and Distributed Computing 10
Decision Support Systems 10
Journal of Systems and Software 10
Computers, Environment and Urban Systems 9
Ad Hoc Networks 9
Digital Investigation 9
Neural networks 9
Environmental Modelling & Software 9
Network Security 8
International Journal of Production Economics 8
Parallel Computing 8
Procedia Technology 7
Others 178
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ciplines classification scheme. It is not surprising that Computer
Science is by far the most active discipline (666 published papers).
Fig. 7 shows that Computer Science is followed by the Engineering
discipline (269 papers). Aside from the scientific disciplines (computer
science: 666, engineering: 269, decision science: 149, mathematics:
94), those who publish the most are Social Sciences (139) and
Business, Management and Accounting (107). Let us remind that the
large number of publications is due to the fact that some journals are
multidisciplinary.

4.2. Discussion

The discussion will focus on a comparison between the previous
study and the one presented in this article. Overall, Big Data has a large
coverage but a short history. In our previous study [6], we found a
growth of research articles about big data starting mainly from 2011.
This trend intensified. The number of articles has increased from 486
to 693 with a significant surge in 2013. Publications combining Big
Data and SMACIT numbered only 264 and started to appear in 2011. It
reaches 504 articles as of 2015. Another interesting finding is related to
the focus level. In our previous study, this focus decreased from 486 to
187 publications. In our current study, this focus decreases from 693 to
240 articles. The decay rate is twice. In other words, the existence of the
term Big Data in an abstract does not imply that the main subject of the
research is on Big Data. This is not the case when the term is present in
the title meaning that Big Data is the core of the paper. In our previous
study, the association of the term Big Data with Analytics or Cloud is
much stronger than with the other terms of SMACIT. We found a
change in our current study. Cloud exceeds Analytics. As a conse-
quence, it seems that researchers were not fully involved in research
combining Big Data and IoT or mobility or social media. This is not the
case in 2015. The interest in these topics is bigger than before. As for
quality objectives, the dominant topic area was performance in the
previous study. This is still the case as of 2015. However, scalability is
emerging as an objective. Moreover, if privacy, integrity, confidenti-
ality, availability, and traceability are grouped with security, quality will
be demoted to third place. This is a real change since our previous
study. In terms of artefacts produced by research on Big Data, two
topics have emerged in our previous study: framework and algorithm.
This seemed to indicate that researchers on Big Data provided more
frameworks and algorithms than taxonomies or ontologies or other
artifacts. This is not the case as of 2015 since the three main artifacts
produced by the research on big data are: algorithms, frameworks, and
architectures. Our previous results showed that Usages of Big Data did

not attract researchers except for two application domains: Marketing
and retail, and Healthcare. The situation today (beginning of 2016) is
different. The domain earth has the highest score and seems to attract
more researchers. Energy, medicine, ecology, marketing, and health
are good candidates for researchers. As a result of our systematic
mapping, Fig. 8 sketches the main characteristics of Big Data Research
by focusing on the three main values of each dimension.

4.3. Beyond the mapping study: a content analysis

We tackled an important question related to the sense of what our
research and analysis yields. Our aim is to shed more light on the
evolving field of big data research and to provide more insights. We
selected the subset of papers containing the “big data” string in their
title and published between 2013 and 2015, which means 393 papers.
Moreover, among those 393 papers, we extracted papers containing at
least one of SMACIT strings in their titles. The number of papers
obtained is 64. We performed a content analysis on this set of papers.

To gain more insight in the big data research, we mapped the 64
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Fig. 7. Number of big data papers per discipline.

Fig. 8. A rough mapping of Big Data research.
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papers within the seven branches of Siddiqa's Big Data Management
techniques taxonomy [52]. Siddiqa et al. first decomposed Big Data
Management in three axes: data storage, pre-processing, and proces-
sing. The next decomposition level splits data storage into clustering,
replication, and indexing. Pre-processing is composed of transmission
and cleansing. Finally processing consists of classification and predic-
tion. In order to take into account the whole set of 64 papers, we had to
extend Siddiqa's taxonomy adding 1) a data storage subcategory (other
storage) for other data storage techniques dealing mainly with security
aspects; and 2) a complementary category (others) for papers dealing
with other aspects, such as societal subjects, adoption models, project
management, and research avenues. The mapping was achieved
through a screening process of the abstract and, when necessary, the
whole paper. The result of our mapping is given below (Table 10). Each
cell corresponds to the number of papers addressing big data techni-
ques and dealing with one of the SMACIT topics. For example, 6 papers
containing both Analytics and Big data in their title address clustering
issues.

+ Some papers may be counted several times when they deal with
more than one SMACIT topics.

As it can be seen at Table 10, a majority of papers focus mainly on
three big data techniques, i.e. classification, clustering, and prediction.
On the contrary, techniques such as replication, indexing, and cleans-
ing don’t attract many research papers. In terms of SMACIT axes, the
dominant topic is analytics distributed along the different techniques,
followed by the cloud topic. Crossing the dimensions, analytics papers
are dedicated mainly to processing techniques (classification as well as
prediction), which is not surprising. Regarding cloud topic, papers
focus naturally on data storage techniques.

4.4. Threats to validity

Several limitations can characterize our study, such as study design,
impact, and data limitations. In the study design category, let us
mention the choice of ScienceDirect library. However, the latter offers a
very adequate search engine and a wide variety of publications, both in
computer science and in other research disciplines. The second
limitation, also related to study design, resides in the choice of only
journal papers. This results in analyzing only mature research and not
research in progress. We argue that it is a more reliable measure tool
since journal papers provide us with a more comprehensive overview of
a given field even if it can generate a time lag.

As for impact limitation, we can mention the choice of sticking to
“big data” keyword as a mandatory component of the selected papers.
Many authors work on big data without using this term neither in their
abstracts, nor in their keywords and titles. We choose not to consider
these papers since we were interested mainly on research surfing on the
“big data” buzzword. In future research we plan to extend our scope by

including all the keywords used in Big Data Research Journal. Let us
mention that we conducted a specific study to estimate the resulting
bias. Based on Big Data Research Journal articles, published since
2014, we checked how many papers did not contain the “big data”
string neither in the title nor in the abstract nor in the keywords. We
found only six out of thirty-two papers. If we generalize this estimation
to the whole set of journals, the maximum bias will be less than 19%.

The last category of limitation is related to data limitations. We did
not perform a deep analysis of selected papers allowing us to determine
whether they tackle new big data issues characterized by the three Vs
(Volume, Velocity, Variety) or improve past techniques without taking
into account at least two Vs. Another limitation is due to our choice not
to take into account the data life-cycle. It would require a different
bibliometric study without using keywords.

5. Conclusion and future research

Research on Big Data has seen an explosion of publications since
2013. In order to characterize the emergence of Big Data as a research
topic, this paper looks at this topic from eight different perspectives:
the timeline, the context, the objectives, the artifacts created, the
applications (usages), the authors, the journals, and the academic
disciplines. We explore the term Big Data using the peer reviewed
literature defining three focus levels. A systematic mapping study was
performed to identify and analyze research on big data, covering
publications between 2006 and 2016. It included all publications of
journals indexed in ScienceDirect database. This digital library was
selected because they are the most important repositories for research
in computer science and more precisely in big data. We considered only
journals articles defined as “original research”. The numbers presented
in this article reflect the indexed publications of ScienceDirect in March
2016. The main results obtained are: (i) There is a significant growth of
research articles about Big Data since 2013. (ii) There is a diversity of
interest by researchers on issues such as the objectives, the artefacts
produced, the quality criteria used, and the usages and applications of
Big Data. (iii) Big Data Research focuses mainly on three techniques,
i.e. clustering, classification, and prediction. It is a multiple viewpoint
for practitioners who want to understand what Big Data research
produces. Each aspect is also a guideline for researchers in the field
helping in the elicitation of correct dimensions (e.g. which application
domain should be developed). One limitation of this research is related
to the database searched. A similar search on other databases might
result in slightly different findings. The other limitations were dis-
cussed above and represent future research avenues. Future research
also includes a systematic literature review including a deep content
analysis of the complete articles. Our multidimensional model contains
eight flat dimensions. Another future research will be to enrich it with
dimension hierarchies.

Table 10
Content analysis.

Big Data Social Mobile Analytics Cloud IoT Total+

Data storage Clustering 0 0 6 7 0 13
Replication 0 0 0 1 0 1
Indexing 0 0 1 0 0 1
Other storage 0 1 2 5 0 8

Pre-processing Transmission 0 2 3 2 1 8
Cleansing 0 0 1 1 1 3

Processing Classification 4 1 8 3 1 17
Prediction 2 0 10 1 0 13

Others Societal aspects 0 0 4 0 0 4
Big data adoption 0 0 1 0 0 1
Project management 0 0 2 1 0 3
Research avenues 0 0 0 1 0 1

Total+ 6 4 38 22 3 73
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