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Abstract-Using Markov Chain theory we give further insight into the citation influence 
methodology for scientific publications which was initially described by Pinski and Narin. 

l.lNTRODUCTION 

In recent work Pinski and N~in~t] described a methodoiogy to determine “influence 
measures” based on citations for groups of scientific journals, authors, or scientific subfields. 
This method assigns a value or “influence weight” to each publishing entity within the set of 
entities under consideration. These influence weights are normed to have average value one, 
and the higher the influence weight, the more “influence” the particular entity has within the 
collection. The methodology was applied to journals in physics in [ 11, to journals in biomedicine 
in [Z), to journals in chemistry in [3], and to various collections of journals in many disciplines in 
[4]. In each discipline an influence hierarchy of journals was thus formed. 

It is the purpose of this paper to show a relationship between the influence measure 
methodology and Markov Chain theory. This alternative approach yields additional results and 
lends insight into the methodology. 

2.THEiNFLUENCEMETHODOLOGY 

Pinski and Narin consider a collection of publishing entities such as journals, fields of 
research, or individuals, called “units” and put C’ij as the number of citations unit j receives 
from unit i. With n units under consideration they' form the (n x n) citation matrix C = (Cij). 

Next they put Si = jg, CL’,, which is the number of references the ith unit gives out. They form 

the (n X n) matrix y whose ijth element, yij> equals C&Sk With Wi as the influence weight of the 
ithunitandW=(W,,W2,..., W.) as the vector of influence weights, they determine that W 
satisfies the equation 

yTW = w. (1) 

where y’ is the transpose of the matrix y. 
Since (1) determines only a direction for W Pinski and Narin normalize by 

to assure that the average influence weight is one. Thus, they conclude, the influence weight 
vector they seek is the eigenvector W normalized by (2) which corresponds to the largest 
eigenvalue of y (which is unity). 

3,THEMARKOVCHAIN APPROACHANDlTSI~PLlCAT~ONS 

We wish to consider another matrix y*, with elements -yTi = Cif/Si, which is a transition 
matrix for a Markov Chain (see [S] Chap. 5). We interpret the elements of y* in a natural way: 
among the references the ith unit gives out, y?j is the proportion given to the jth unit. 

The matrix y* is relevant here because y* and y havi the same eigenvalues. This may be 
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proved by observing 
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y = ApA-‘, (3) 

where A is an fn x n) diagonal matrix with ith diagonal element Si. It follows from eqn (3) that 
y and y* have the same characteristic equation, hence the same eigenvalues. 

For y*, the equation analogous to (1) is 

y*Tw* E w*. (4) 

Along with 

Zl n W$=l (5) 

(in piace of an analogy to eqn (2)) eqn (4) gives the limiting stationary distribution of an 
i~educible aperiodic Markov Chain with transition matrix y*. Thus Wl: is the probability of 

ending up in state k, independent of the initial state. In the citation context Wf may be 
interpreted as the long-run proportion of time, or probability. that the kth unit will be cited if 

citation patterns continue as they are at the time we form the matrix C. 
We now determine the relationship between W of eqns (I 1 and (2) and W* of eqns (4) and 

(5). 
Substituting eqn (3) into eqn (1) and simpIifying gives 

pTnw = nw. (6) 

Thus a scalar multiple of AW is a solution to eqn (4). 
It follows using eqns (2) and (5) that 

( > i Si W$/SA = Wk. 
i=l 

(7) 

Notice that i Si is the total number of references given out by the n units under discussion. 
,=I 

We therefore can interpret eqn (7) as a relationship between the influence weight of the kth unit 
and the long-run probability the kth unit will be cited. The influence weight W, is the expected 
number of citations (from the units under consideration) which the kth unit will receive per 
reference the kth unit gives out. This view lends motivation to the concept of “influence 
weight”. 

Since time homogeneity of citation patterns is a reasonabte assumption, it follows that with 
aperiodicity and irreducibility, influence weights as defined by Pinski and Narin are a measure 
of the expected long-run behavior of unit-to-unit citations. Among the group of units under 
consideration, the higher the “influence weight”, the higher the expected number of citations to 
the unit in the long-run, per reference given out by the unit. Furthermore, Pinski and Narin’s 

“total influence”, W&k, is Wg i S;. that is, the long-run expected number of citations among 
,=I 

the units under consideration to the kth unit. Thus a ranking of journals by their Wt is 

equivalent to a ranking by total influence. 
It is also of interest that the algorithm suggested by Pinski and Narin for finding the 

influence weights W, is related to the matrix ym. In Markov Chain theory the solution W* to 

eqns (4) and (5) is also any row of the matrix hm y *m, if the Markov Chain is aperiodic and 
In4 

irreducible. It follows from eqn (3) that W is also any row of the matrix iim y”. 

Several other aspects of the influence methodology work are clarifilyusing the Markov 
Chain theory. Concerning aperiodic and irreducible Markov Chains, it is well-known (see [51 p. 
301, 309) that the largest eigenvalue of the transition matrix y* is unity and unity is a unique 
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eigenvalue. Thus y must also have that property, as mentioned by Pinski and Narin, but 
without published proof. 

In their paper [ 11, Pinski and Narin observe that the influence weights of a two unit system 
would not be defined if Cl2 = CZ, = 0, that is, if there is no cross-citation. Our approach leads to 
a general sufficient condition under which influence weights will be well-defined: that the 
Markov Chain with transition matrix y* is irreducible and aperiodic. A simple sufficient 
condition for this is that there is some positive integer m such that the matrix Yap (or ym) has 
all non-zero elements. 

It follows that for some collections of journals, authors, etc., influence weights cannot be 
determined. For example, if the units under consideration fall naturally into two separate 
clusters, unity would not be a unique eigenvalue of y* (or y) and the influence weights for the 
entire group would be undefined. 

We also observe that the Markov Chain context explains why caution is necessary in 
comparing influence weights which arise from separate aggregates of journals (etc). Comparing 
one physics journal that has influence weight four among physics journals to another physics 
journal which has influence weight three among the same physics journals is not the same as 
comparing a physics journal which has influence weight four among physics journals with a 
chemistry journal which has influence weight three among chemistry journals. One explanation of 
this is that an influence weight is a function of the long-run probability of being cited within the 
aggregate itself. Thus a journal’s influence weight depends on which journals it is aggregated with, 
and different aggregations will ordinarily lead to different influence weights for the same journal. 

4. CONCLUSION 

Using Markov Chain techniques, the influence methodology of Pinski and Narin is seen to 
be related to the long-run behavior of unit-to-unit citations if citation patterns over time remain 
as they now are. The Markov Chain theory also gives sufficient conditions for the existence of 
unit-to-unit influence weights. 
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