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Patent maps are an effective means of discovering potential technology opportunities. However,
this method has been of limited use in practice since defining and interpreting patent vacancies,
as surrogates for potential technology opportunities, tend to be intuitive and ambiguous. As a
remedy, we propose an approach to detecting novel patents based on systematic processes and
quantitative outcomes. At the heart of the proposed approach is the text mining to extract the
patterns of word usage and the local outlier factor to measure the degree of novelty in a numerical
scale. The meanings of potential technology opportunities become more explicit by identifying
novel patents rather than patent vacancies that are usually represented as a simple set of
keywords. Finally, a novelty-focused patent identification map is developed to explore the
implications on novel patents. A case study of the patents about thermal management technology
of light emitting diode (LED) is exemplified. We believe the proposed approach could be
employed in various research areas, serving as a starting point for developing more general

models.

© 2014 Elsevier Inc. All rights reserved.

1. Introduction

The strategic importance of technology opportunity
analysis (TOA) has become more apparent due to the risks
inherent in launching and growing new businesses. Compa-
nies are focusing increasing attention on future key technol-
ogies by keeping recent developments of technologies under
surveillance, often via organising task force teams. However,
previous expert-centric approaches have become extremely
time-consuming and labour-intensive as markets shift rap-
idly, technologies proliferate unceasingly, and thus innova-
tion cycles become shorter [1]. Consequently, industrial
practitioners call for concrete ways to reduce time, cost, and
effort associated with TOA. In academia, recent years have
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witnessed a significant increase in attempts to devise
appropriate models, methods, and tools for systematic TOA.

The ways of systematic TOA strongly depend on data
sources. In this respect, the sources of technological
information can be divided into four categories: patents,
scientific and technical publications, people, and products
and processes [2]. Among others, patents, as direct outputs
of R&D projects, have been recognised as a valuable source
for TOA in that they are collected, screened, and published
according to the international standards. It is also notewor-
thy that almost 80% of all technological information can be
found in patent publication [3]. Considering these, patent
analysis has long been employed as a useful analytical tool
for TOA, and significantly benefited from the use of com-
puterised methods such as text mining and bibliometric
analysis [4].

The results of patent analysis can be represented as patent
maps in the form of charts, tables, graphs, and networks,
which allow the complex information to be understood easily
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and effectively [5]. Recently, there have been growing
interests in integrating data mining techniques (e.g. text
mining and dimension reduction methods) into patent
analysis for systematic TOA. Several methods and tools have
been proposed for this purpose — patent vacuum maps [6],
patent vacancy maps [7], GTM-based patent maps [8], and
semantic patent maps [9]. At its most basic, patents are
mapped on a two-dimensional display according to their
similarity in technological contents. On the map, patent
vacancies?, as surrogates for potential technology opportu-
nities, are defined as relatively large areas where the density
of patents is extremely low. However, while all of the
previous studies have proved quite useful for reducing the
burden of manual work that is required to analyse unstruc-
tured, lengthy, and rich textual data, the salient problems
and deficiencies of previous methods can be summarised
along with the development and application process as
follows:

* Patent mapping: Previous studies have focused only on the
ways of developing visual expressions [10]. The major
methods for patent mapping have been principal compo-
nent analysis (PCA) and self-organising feature-map
(SOFM). Despite their strengths in reducing the number
of dimensions of keywords to acceptable levels, for instance
for a two-dimensional map, their utility is limited since
multi-dimensional information is decomposed into two
“unclear” dimensions [6]. Even though the principal
components are generated by a set of observations of
possibly correlated variables, these are hard to interpret in
practice [7]. This leads to difficulties in defining and
assessing patent vacancies, as stated below.

Vacancy definition: The discovery and interpretation of
potential technology opportunities tend to be intuitive since
this step relies solely on experts' judgements [8]. Note that
there is no prior information for the use of identifying patent
vacancies at this step. How sparse and how large should the
area be on the map to be considered as a patent vacancy?
Patent vacancies are detected differently depending on
researchers' knowledge and experience, even in a single patent
map. Consequently, the meanings of patent vacancies can be
interpreted differently since they are defined by investigating
the keywords of patents located in the border of patent
vacancies. In this regard, some of the previous studies have
attempted to define patent vacancies systematically by
employing the inverse mapping techniques such as generative
topographic mapping (GTM) [8]. Yet, this approach basically
identifies the sets of keywords that have not been co-occurred
so far. In many cases, the patent vacancies identified by this
process are interpreted as infeasible areas, and cannot be easily
linked to technology opportunities in practice. Therefore, more
specific and complete information, rather than a set of
keywords, should be provided to facilitate the process of
vacancy definition.

Vacancy assessment: Due to the ambiguity of meanings of
patent vacancies, the assessment of potential technology
opportunities is likewise vague, and heavily relies on the
adjacent patents that are defined subjectively by experts or

3 The area is called in many different ways including patent vacancy and
patent vacuum.

even that may not be relevant to the potential technology
opportunities [10]. Recent literature on TOA has also
emphasised the usefulness of patent-level analysis because
this way more closely captures actual technological compo-
nents or elements [11]. Moreover, despite the fact that
successful innovation requires sources of novelty [12], how to
measure the novelty of patents has hardly been addressed in
the literature.

These shortcomings necessitate the development of a new
way to define and assess potential technology opportunities. As a
solution, we propose an approach to detecting novel patents
based on systematic processes and quantitative outcomes. The
meanings of potential technology opportunities become more
explicit by identifying novel patents rather than patent vacancies
that are usually represented as a simple set of keywords. At the
heart of the proposed approach is text mining and local outer
factor (LOF). Text mining is employed to extract the patterns of
word usage, while the LOF is adopted to measure the degree of
novelty in a numerical scale. Unlike other novelty indicators
based on knowledge flows and linkages [13,14], the novelty is
regarded as the degree of newness of technological information
compared to prior art in this study [15,16]. Specifically, the
novelty of patents is measured based on the degree to which
patents resemble or differ in patterns of keyword usages.

By combining the merits of text mining and the strengths
of the LOF and interpreting novel patents instead of patent
vacancies as potential technology opportunities, the mean-
ings of potential technology opportunities become more
explicit. Furthermore, a software system is developed to
implement our method more simply and efficiently, reducing
the burden of manual work and therefore allowing even
those who are unfamiliar with the complex algorithms to
benefit from the research results. It is expected that the
systematic processes and quantitative outcomes offered by
the proposed approach can facilitate consensus-building on
potential technology opportunities and serve as a starting
point for developing more general models.

The remainder of this paper is organised as follows. A
general background of text mining techniques and the LOF is
presented in Section 2. The proposed approach is explained
in Section 3, and illustrated with a case study of the thermal
management technology of light emitting diode (LED) in
Section 4. Finally, Section 5 offers our conclusions.

2. Background
2.1. Text mining

The main objective of text mining is to discover previ-
ously unknown knowledge from a large collection of texts
[17]. It employs various methods from the research fields of
information extraction, information retrieval, and data
mining [18]. Specifically, text mining puts a set of labels on
each document by attaching them to a keyword list that
represents domain knowledge. As a result, documents are
distinguished according to the keywords, which allow
discovery operations to be performed [19]. This method
considerably reduces human efforts needed to analyse
unstructured, lengthy and rich textual data [20]. Recent
years therefore have seen a significant increase in the use of
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text mining techniques in a wide array of research areas such
as new product development [21,22], new service develop-
ment [10], and new technology creation [6-8].

The procedure of text mining is composed of four steps. The
first step is data collection and pre-processing. Second, the
structural elements are identified by linguistic analysis of
domain- and situation-related elements. A variety of structures
can be employed for different purposes. Markoff et al. [23], for
instance, developed a two-place structure for grievances, which
contained one syntactic component for the object of grievance
and the other for the action that should be taken toward this
grievance. Similarly, Bergmann et al. [9] encoded blocks of text as
subject-action-object (SAO) triplets while Lee et al. [24] and
Yoon and Park [25] employed a morphological structure in order
to represent the patterns of word usage. The structural elements
extracted at this step should be rearranged to consider
abbreviations, synonyms, and singular and plural forms as
several different words may represent the same meaning and
some common words are of little value in texts [26]. Third,
sampled texts are mapped as syntactic components within this
template. Finally, the results are evaluated by experts in the
relevant domains.

2.2. Local outlier factor (LOF)

The LOF is a density-based anomaly detection method [27].
The distinct strengths of this method lie in its ability to calculate
the degree of novelty (or being an outlier) in a numerical scale,
enabling quantitative and objective interpretation to be per-
formed [28]. Many researchers have empirically demonstrated
that the LOF outperforms other existing detection algorithms
including SOFM [29]. Specifically, the LOF can detect natural
clusters with arbitrary shapes as well as filter out local outliers, in
contrast with the distance-based clustering algorithms that
cannot find incoherent patterns from data due to the limitation
of preserving the topology based on fixed shapes [30].

The LOF of an object is measured by the ratio of the average
density of its surrounding objects to the local density of itself. The
procedure of LOF calculation is composed of four steps, as
follows. Firstly, for each object p, the k-distance(p) is computed as
the Euclidean distance between p and its k nearest neighbours,
where k is the user-defined parameter for the minimum cluster
size. Secondly, for each object g, the reachability distance to p,
reachDist,(p,q), is derived via max{d(p,q), k-distance(p)}, where
d(p,q) is the Euclidean distance between p and q. Thirdly, when
Ni(p) is defined as the set of p's k nearest neighbours, the local
reachability density, Ird,(p), is calculated as:

k
Irdy (p) = Z reachDist,(p, q) B

qEN(p)

Finally, the LOF of p with respect to k surrounding objects
is derived as:

1§~ Ird(g)
LOFP) = 3~ Tap @)

Fig. 1. Example of LOF calculation.

Fig. 1 illustrates a simple example of LOF when k is set to
2. The LOF of A can be derived by comparing the local
reachability density of A to the local reachability densities of
B and C. The local reachability densities of B and C are also
calculated with respect to two surrounding objects {D, E} and
{E, F}. In this example, the LOF of A is 1.56, since the local
densities of A, B, and C are 0.20, 0.22, and 0.40, respectively.
As a consequence, one can identify the regions of similar
density, and objects that have a substantially lower density
than their neighbours. If an object corresponds to one of the
frequent patterns given the k, its density is similar to those of
its neighbours, so that the LOF approaches one. Otherwise,
the LOF is greater than one and increases as the object is
located farther from the normal patterns, since its density is
relatively lower than that of normal patterns. Such charac-
teristics based on the relative density offer effectiveness in
detecting local outliers as well as global outliers.

3. Research framework
3.1. Concept

Considering that forthcoming technological changes are
foreshadowed by current developments [31], the cornerstone
for TOA is identification of the current technologies that will
drive technological changes [32]. In this respect, patent
vacancies have been suggested as surrogates for potential
technology opportunities. However, this method has been of
limited use in practice since defining and interpreting patent
vacancies tend to be intuitive and ambiguous. Moreover,
given that there are many technologies to be examined, the
amount of time, cost, and effort associated with previous
approaches is unrealistic. Such processes need to be support-
ed by good-quality and well-organised information.

This research is initiated in this context, and is based on
the premise that analysis using large amounts of objective
data and scientific methods enables TOA to be more efficient
and successful. Because of these considerations, we propose
an instrument for systematic TOA by focusing on novel
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Table 1
Comparisons of previous and current research.

Factor Previous research Current research

Approach Mapping patents by reducing the number of dimensions Detecting novel patents based on distribution of patents
of keywords to acceptable levels

Method Distance-based clustering methods such as PCA and SOFM LOF which is a density-based anomaly detection method

Output Patent vacancies that are usually represented as a simple Novel patents with quantitative novelty indicators

set of keywords

patents, instead of patent vacancies. Specifically, given that a
set of keywords in a document represents the topics of the
document [1,4,6-8,10,20,21], novel patents are identified by
analysing the patterns of word usage. The meanings of
potential technology opportunities become more explicit by
identifying novel patents rather than patent vacancies that
are usually represented as a simple set of keywords. By
combining the strengths of text mining and merits of LOF, the
proposed approach finds novel patents in a systematic and
quantitative manner. Table 1 summarises the differences
between previous and the current research.

It is important to understand that the objective of
the proposed approach is not to produce a definitive set of
novel patents, but rather to screen patents having relatively
high possibility of being novel. The role of computational
methods should be limited to automating experts' routine
work and offering information that cannot easily be produced
by humans. The communication between experts from
different domains and functions still remains critical after
this process to discover and crystallise potential technology
opportunities.

3.2. Data

The primary source of patents employed in this study is
the United States Patent and Trademark Office (USPTO)
database. The USPTO database is one of the most

—

Patent database

¢

representative systems because patents submitted in the US
are often simultaneously submitted in other countries, and
the US has the largest commercial market in the world [11].
Its database is also well-organised in terms of search
conditions and reliability, holding historical data back to
1976 in electronic format, which can be retrieved through
screens of 50 titles, each hyperlinked to the full patent text.
Of various items included in patents, patent description/
specification data is employed to capture the technological
information the patents offer while the remaining data is
used for interpretation and assessment of novel patents.

3.3. Process

We examine the overall process of the proposed ap-
proach, giving a brief explanation of each stage at the same
time. As Fig. 2 depicts, the suggested approach employs
various methods such as data parsing techniques, text
mining, morphological analysis (MA), and the LOF to discover
novel patents. As the involvement of many methods and
complex algorithms may lead to conceptual misunderstand-
ing and imprecise use in practice, the proposed approach is
designed to be executed in four discrete steps: data collection
and pre-processing via data parsing techniques; constructing
morphological patent contexts via text mining; identifying
novel patents via LOF; and finally developing of novelty-focused
patent identification map.

]

[ Step 1:Data collection and pre-processing

Data parsing
techniques

| -

-

[ Step 2: Construction of morphological patent contexts J «

Text mining

and MA

.

{ Step 3: Identification of novel patents

| ¢

&

Step 4: Development of novelty-focused

[ patent identification map

|

Fig. 2. Overall process of the proposed approach.
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3.3.1. Step 1: data collection and pre-processing

Once the focal technology field has been selected, patents
of interest are collected from the USPTO database according
to relevant search conditions. At this stage, patents are a
mixture of structured and unstructured data expressed only
as text, and need to be pre-processed. Patents are therefore
parsed based on the structure of documents to be trans-
formed into a patent database. The patent database includes
structured items (e.g. inventors, assignees, and citations) as
well as unstructured ones (e.g. descriptions and claims).

3.3.2. Step 2: construction of morphological patent contexts
The conventional morphological matrix decomposes a
system into several dimensions which are mutually exclusive
and collectively exhaustive and shapes which each dimen-
sion can take. This method allows the alternatives of the
system to be derived systematically by combining the shapes
of each dimension. In this respect, a morphological patent
context is constructed to be utilised as an input of the LOF.
The morphological patent context consists of three parts:
issued date, patent number, and keyword vector. Among
others, taking a morphological perspective, the field of
keyword vector is divided into dimensions and shapes. On
the contrary to the conventional morphological matrix,
multiple shapes are allowed or shapes can be left empty in
a dimension to consider the different scope of patents. How
to define the morphological structure relies firstly on text
mining techniques and secondly on experts' judgements [24].
Specifically, the recent text analysis software yields the
importance of keywords and their relationships based on
various quantitative indices such as TF-IDF* (term frequency-
inverse document frequency) and Salton index®. However,
using only a keyword list extracted by text mining technique
is difficult to describe technological characteristics due to a
lack of domain-specific technology dictionary. After the
keywords of high importance are identified from the dataset,
they should be refined based on experts' judgements [4].
Here, repetitive trials between experts and computer-based
approach are required to define appropriate technological
keyword sets. The dimensions and shapes are then defined
based on relationships of keywords and experts' judgements
to manifest the properties of different patents. Analytical
tools, such as factor analysis and clustering analysis, which
can group similar structural elements, could be helpful for
this purpose. However, this process should be supported by
domain experts, since such automated methods have a
limitation in that it may fail to reflect the intrinsic features
of patents [25]. A morphological patent context is exempli-
fied in Table 2. In the table, the issued date and patent
number are represented in the text format while the
keyword vectors are arranged by binary value; ‘1’ means
the patent is related to the corresponding shapes, while ‘0’
means the patent does not. For instance, Ps was issued in Y,

4 TE-IDF is calculated as TF-IDF(t,d,D) = TF(t,d) - IDF(t, D) = TF(t,d)- log
WJVTHI}\' where TF(t,d), N, and |[{d € D : t € d}| represent the frequency of
term ¢ in a document d, the total number of documents in the corpus D, and
the number of documents where the term t appears, respectively.

5 Salton index is defined as Salton(x,y) = —%¥_, where C and C, denote

Vexcy'

the frequency of the keywords x and y, while C,, is the frequency of co-

occurrences.

Table 2

Example of morphological patent context.
Patent Issued D4 D, D,
number date

11 S]x S21 SZj Srﬂ Snm

P, YMD; 1 0 0 0 0 0
P, YMD, 1 0 1 0 0 0
Ps YMD; 1 0 0 0 0 0
Py YMD, O 0 1 1 1 0
Ps YMDs 0 1 1 0 0 0
Ps YMDs O 0 0 1 1 1
P, YMD; 0 0 0 1 1 1
Pg YMDs 0 0 1 1 1 1

and related to such shapes as Sy; in D and S, in D,. For more
detailed information on the morphological patent context,
see Lee et al. [24].

3.3.3. Step 3: identification of novel patents

The procedure of measuring the novelty of patents is
composed of two sub-steps: (1) LOF computation and (2) LOF
standardisation.

(1) LOF computation: Suppose that PS; is defined as a set of
patents published until year j, in which each patent is
represented by the keyword vector (S;1, S12, ... Spym) in
the morphological patent context. For a patent p;, we
can compute LOF;(p;), defined as the LOF of patent p;,
along with the calculation steps explained in Section 2.2.
In our approach, the value of k is considered as the
amount of patents, which corresponds to the majority
with respect to the morphological structures of patents.
In this respect, some quantitative methods, such as
clustering analysis, could be helpful in determining the
k, but qualitative judgements are more flexible in
practice. Moreover, this process is of necessity conduct-
ed manually in that the criteria may be subjective to the
context of TOA and the technology areas. For instance, if
a company carries out explorative research to discover
novel patents, using a large value of k may create more
meaningful results by including more adjacent patents.
In contrast, if a company is interested in minor
innovation, restricting the scope of analysis to a small
number of adjacent patents will give a practical solution.
Put together, qualitative judgements by domain experts
are employed to determine the value of k, and this
process is supported by the results of pilot test using a
manageable number of patents to promote consensus-
building. In this way, we can compute the LOF values of
all the patents for all years.

(2) LOF standardisation: By comparing the LOF values, we
can analyse the novelty of patents at the year of
interest. However, since there exist differences in the
range of LOF values across different years, it is difficult
to compare one patent's LOF values over time. Even
though p; has the same LOF value at the year t; and t5,
its novelties may differ from each other due to the
different patent sets. To solve this problem, Kernel
Density Estimation (KDE) is adopted to standardise the
range of LOF values. KDE is one of the widely used
nonparametric estimation methods for determining
probabilistic  distribution functions from discrete
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samples [33,34]. Specifically, after constructing a kernel
function at the point of each sample, it estimates the
probabilistic distribution function of variables by accu-
mulating all kernels. The probabilistic distribution
function of LOFs of patents at year j, defined as f;(LOF),
is estimated by KDE, as formulated in Eq. (3).

1 © LOF—LOF;(p;)
S K 3)

ion = n(Ps;)h
J

where LOFj(p;) for i = 1, ..., n(PS;) is the sample point,
n(PS;) is the number of patents in PS;, K is the Gaussian
kernel function, and h is the smoothing factor of the
kernel. Finally, we can estimate R;(p;) for each LOF;(p;),
defined as the rate of relative novelty, as shown in

Eq. (4).

LOF(p;)
R;(p;) = F(LOF(p))) = /_°° f;(LOF)dLOF @)

The rate of relative novelty, Rj(p;), represents the rate of
patents having lower LOF values than p; among all of the
patents published until year j. Hence, p; can be considered to
be relatively novel as much as R;(p;). It allows the comparison
of LOFs of patents at a year of interest as well as the dynamic
analysis of one specific patent's novelties to be performed.

3.3.4. Step 4: development of novelty-focused patent identification
map

Although novel patents are a good starting point for TOA,
they become more explicit when integrated with other
information. In this respect, patent citation and patent claim
information have long been employed for assessment of
significance of technological opportunities. It has been
validated by many empirical studies that more frequently
cited patents have higher technological and economic
impacts [35,36]. The number of claims has also been found
to affect the profitability and value of a patent in that the
broader the property rights protection, the lower the
probability that others may imitate the patent. Because of
these considerations, a novelty-focused patent identification
map was developed by combining the novelty indicator
together with the number of patent citations and the number
of patent claims. Specifically, the novelty-focused patent
identification map uses the value of novelty, the normalised
number of patent citations, and the normalised number of
patent claims to determine the size of nodes, the horizontal
coordinate, and the vertical coordinate, respectively. The
equations for normalisation are shown as follows:

Cl;— min(Cl)

Normalised Cla; = ‘max(Cl)— min(Cl) ©

Acit;— min(Acit)
max(Acit) — min(Acit)

Normalised Cit; =

)

Regarding the number of claims, the value was normal-
ised to make its range from zero to one, as shown in Eq. (6).
In the equation, Cl; represents the number of claims for the
ith patent. As for the number of citations, the value was

normalised to separate the effects of age and to make its
range from zero to one, as shown in Eq. (7). In the equation,
Acit; refers to the number of citations for the ith patent which
is divided by the patent's age.

4. Case study

A case study of the patents about thermal management
technology of LED is presented to illustrate the proposed
approach for the following two reasons. Firstly, LED has
received much attention as a substitute for traditional light
sources with remarkable advantages in terms of energy
efficiency, lifetime, size, and reliability [37,38]. The number of
relevant patents has likewise been steeply increased since
the year 2000. Secondly, the thermal management technol-
ogy is a major issue in implementing the advanced LED
because the junction temperature of LED is critical to its
performance in terms of lifetime, lumen outputs, and
stability. As such, identifying novel patents about thermal
management technology is essential to research and
development.

4.1. Step 1: data collection and pre-processing

Since the number of patents is so huge that we cannot
collect all of them in manual. The own-developed Java-based
web mining program was used for downloading patents
automatically. The search formulas are summarised in
Table 3. A total of 649 patents about thermal management
technology of LED were collected from the USPTO database
after the overlapped patents were removed. Finally,
Microsoft Office Access was utilised to construct the patent
database based on data parsing techniques. The constructed
database included a variety of information such as assignee,
citation, and claims. Of these, the data fields of patent
number, issue date, and description/specification were
employed to develop the morphological patent contexts.

4.2. Step 2: construction of morphological patent contexts

A total of 10 dimensions and 33 shapes that can describe
the characteristics of thermal management technology of LED
were identified with the aid of domain experts and text
mining software (TextAnalysts 2.1) which finds important
keywords based on TF-IDF index. We also identified the
co-occurrence relationships among keywords based on
Salton index via Java-based program, therefore facilitating
the keyword selection process that is executed by domain
experts.

The thermal management technology of LED was described
by nine dimensions: principle of cooling, cooling method, heat
management element, type of thermal interface material,
substrate material, chip type, encapsulant material, packaging
material, and package type. A total of 33 shapes and
corresponding keywords were also identified to manifest the
characteristics of thermal management technology of LED.
Table 4 presents the morphological structure of thermal
management technology of LED in terms of dimensions,
shapes, and keywords. Finally, the morphological patent
context was constructed, which is not reported in its entirety
due to a lack of space, as shown in Table 5.
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Table 3
Search formulas for patent collection.
No. Search formula Number of
patents
1 (TTL/(LED OR ((Light AND emitting) AND diode)) AND ABST/(((heat$ OR thermal$) AND resist$) OR ((heat$ OR thermal$) AND conduct$))) 277
2 (TTL/(LED OR ((Light AND emitting) AND diode)) AND ABST/(((heat$ OR thermal$) AND absorb$) OR ((heat$ OR thermal$) AND cool$))) 68
3 (TTL/(LED OR ((Light AND emitting) AND diode)) AND ABST/(((heat$ OR thermal$) AND sink$) OR ((heat$ OR thermal$) AND dissipat$))) 372
4 (TTL/(LED OR ((Light AND emitting) AND diode)) AND ABST/(((heat$ OR thermal$) AND diffus$) OR ((heat$ OR thermal$) AND radiat$))) 84

4.3. Step 3: identification of novel patents

The amount of major patents was investigated by domain
experts to determine the value of k using the following two
analyses. Firstly, the experts conducted a pilot test by
counting the number of patents recognised as majorities.
Secondly, the cosine similarities between keyword vectors of
the morphological patent context were measured to support
the qualitative expert judgements. Cosine similarity is the
most frequently adopted indicator in calculating similarities
between two unstructured documents [39], and is defined as
Eq. (5).

A-B
cost) = ——- 5
ATB )
where A and B are keyword vectors of documents. The
similarity ranges from O to 1, and the greater the similarity,

Table 4
Morphological structure of thermal management technology of LED.

the more similar the documents. Using these results, all the
experts reached a consensus that k should be set to 10. The
novelty indicator for each patent was derived via the
procedure of LOF computation and LOF standardisation. To
this end, a MATLAB-based program was developed to
automate the calculations, since the number of possible
comparisons was very large, and each comparison was so
complex that manual comparison was unrealistic. The results
are not reported in their entirety due to lack of space. Table 6
depicts the part of rate of relative novelty that is derived from
the part of LOF of patents.

4.4. Step 4: development of novelty-focused patent identification
map

For the top 10% of novel patents, a novelty-focused patent
identification map was developed as shown in Fig. 3.
Different colours were assigned to the patents according to

Dimension Shape

Keyword

Principle of cooling (D)

Cooling method (D2)

Heat management elements (D)

Type of thermal interface material (D)

Substrate material (Ds)

Chip type (D)

Encapsulant material (D;)

Packaging material (Dg)

Package type (Dg)

Convection (S11)
Conduction (S13)
Radiation (S;3)
Natural (S31)
Water-cooling (S»,)
Air cooling (S»3)
Hybrid (S»4)
Heatsink (Ss31)
Thermal via (S3;)
Cooling fins (S33)
Epoxy (Sa1)
Thermal grease (S4)
Pressure sensitive adhesive (S43)
Solder (S44)

GaAS (Ss1)

Si (Ss2)

SiC (Ss3)

Al203 (Ss4)

ALN (Sss)

GaN (Sse)

ZnO (Ss7)

Non-flip chip (Se1)
Flip chip (Se2)
Vertical chip (Se3)
Epoxy (S71)
Silicone (S75)
Plastic (Sg1)
Ceramic (Sg)
Metal (Sg3)

Lamp (Se1)

SMD (So2)

COB (S3)

BLU (So4)

Convection, convector, ...
Conduction, conductor, ...
Radiation, emissivity, ...

Natural air, natural ventilation, ...
Cooling fluid, water pump, ...

Air cooling, ventilation, ...
Air-water loop, ...

Passive cooling, absorption, ...
Thermal via, printed circuit boards,
Cooling fin, fin, ...

Thermal interface, epoxy, ...
Thermal grease, ...

Pressure sensitive adhesive, PSA, ...
Solder, solderable, ...

Gallium arsenide substrate, ...

Si substrate, silicon substrate, ...
Silicon carbon substrate, ...
Aluminium oxide substrate, ...
Aluminium nitride substrate, ...
Gallium nitride substrate, ...

Zinc oxide substrate, ...

Epi-up, normal posture, ...
Epi-down, inverse posture, ...
Vertical cylinder, ...

Epoxy encapsulant, ...

Silicone encapsulant, ...

Plastic package, PPA, LCP, ...
Ceramic package, glass package, ...
Metal package, ...

Liquid resin, transparent mold, ...
Surface mount device type, ...
Chip on board, COB, ...

Backlight unit, BLU, ...
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Table 5
Part of morphological patent context.
Patent Issued Principal of cooling Package type
number date -
Convection Conduction Radiation Lamp SMD COB BLU
3932761 19760113 0 1 0 0 0 0 0
3940846 19760302 0 1 0 0 0 0 0
4032945 19770628 0 1 0 0 0 0 0
7855396 20101221 0 1 0 0 0 0 0
7857483 20101228 0 1 0 0 0 0 0
7857486 20101228 0 1 0 0 0 0 0
Table 6
Part of rate of relative novelty.
Patent Issued Rate of relative novelty
number date
2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010

3932761 19760113 0.1212 0.2112 0.2909 0.1656 0.2529 0.2411 0.2335 0.2236 0.2475 0.2569 0.2568
3940846 19760302 0.1212 0.1358 0.1468 0.8125 0.8325 0.8531 0.8109 0.7241 0.7983 0.7886 0.7847
4032945 19770628 0.1212 0.2112 0.2909 0.1656 0.2529 0.2411 0.2335 0.2236 0.2475 0.2569 0.2568
4267559 19810512 0.0444 0.1730 0.2909 0.1656 0.2529 0.2411 0.2335 0.2236 0.2475 0.2569 0.2568
4374390 19830215 0.0444 0.1730 0.2909 0.1656 0.2529 0.2411 0.2335 0.2236 0.2475 0.2569 0.2568

7854534 20101221 - - - B - . B . - - 0.7359
7855394 20101221 - - - - - - - - - - 0.5063
7855396 20101221 - - - - - - - - - - 0.5458
7857483 20101228 - - - - - - - - - - 0.2568
7857486 20101228 - - - - - - - - - - 0.2568

their morphological structures. The categorisation lines hand, the patents having higher citation counts are classified
represent the average value of normalised number of forward as influential. The value and potential of these patents need to
citations and normalised number of patent claims. On the one be thoroughly investigated. The assignees' products and the
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Fig. 3. Novelty-focused patent identification map.
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citing patents of these patents could be useful to identify the
feasibility and applicability of patents. On the other hand, the
patents having higher number of patent claims are
categorised inimitable. Organisations need to give careful
attention to their property rights if they are to explore
technology opportunities based on these patents.

The constructed novelty-focused patent identification
map is a cross-sectional evaluation at a specific time and
needs to be updated continuously. If specific potential
opportunities are passed on to the next stage, they need to
be removed from the map. If new patents are considered, the
LOF procedure needs to be conducted again to position them
on the map. Here, it is noteworthy that once the initial
morphological patent contexts have been established, they
are totally reusable, and new data can be added and analysed
through support from a systematic methodology. Moreover,
the structure of novelty-focused patent identification maps
employed in this study is by no means fixed and exhaustive.
Other factors can be employed to diversify the scope of
analysis and enhance the richness of potential implications.
Structural adjustments are also possible for customised
purposes depending on the context of TOA.

5. Discussions

This study proposed an approach to identifying novel
patents based on systematic processes and scientific
methods. The proposed approach has several advantages
over previous methods as follows. Firstly, the meanings of
potential technology opportunities become more explicit by
identifying novel patents instead of patent vacancies. Note
that patent vacancies are represented as a simple set of
keywords while a patent contains explicit information.
Secondly, the novelty of patents is measured in a numerical
scale, and thus allowing its comparison to be performed.
Dynamic changes of one specific patent's novelties can also
be investigated by standardising the range of LOF values. An
average number of 150,000 patents are being issued every
year, and therefore the KDE technique is critical to handle
different patent sets over time. Finally, regarding to the first
issue, the interpretation and assessment of potential tech-
nology opportunities become more clear and directed. There
is a body of literature on the assessment of value and
potential of individual patents and technologies, and these
studies could be integrated together with the proposed
approach.

Nevertheless, it should be noted that the purpose of the
proposed approach is not to produce a definitive set of novel
patents, but rather to screen patents having relatively high
possibility of being novel. Comparing patents in terms of
novelty is a complex task since patents are basically novel
according to the international standards. Moreover, the

Table 7
Summary of t-test results.

external validity of the proposed approach cannot be easily
gained due to the complexity of real world feedback. In this
respect, considering that the publication dates of patents
generally have positive relationships with their novelty
because of the conditions of patentability, we conducted the
t-test to statistically compare the mean value of publication
year in two different patent sets (the top 10% of novel patents
vs. the other patents). Specifically, a two-tailed t-test for
unequal sample size and unequal variance was carried out;
the null hypothesis was Y; = Y, while the alternative
hypothesis was Y; # Y,, where Y; and Y, denote the mean
value of publication year for the top 10% of novel patents and
the other patents. As summarised in Table 7, the result
indicated significance differences between two patent sets,
roughly supporting our contention that the proposed ap-
proach finds novel patents.

6. Conclusions

The notions of TOA has become strategically more
important as a means for generating effective intelligence
on emerging technologies [40,41]. This study proposed an
instrument for TOA based on quantitative data and system-
atic processes. The contribution and potential utilities of this
study are three-fold. First of all, this study theoretically
contributes to the research area by proposing a systematic
approach to exploring potential technology opportunities
based on existing technologies. An integration of text mining
techniques and the LOF makes it possible to identify novel
patents, instead of patent vacancies. The strongest features of
the proposed approach lie in its systematic processes and
quantitative outcomes. Our approach can overcome the
limitations of previous methods that heavily relied on
experts' judgements to define and assess patent vacancies.
Second, from a methodological perspective, the LOF has been
used to identify outliers and abnormalities from data sets in
the research fields including process control, fault detection,
and handwriting recognition. This study extended the
application areas of the LOF by integrating it with text
mining techniques and interpreting outliers as novel patents.
We also emphasised the systematic process of our method in
terms of inputs, throughputs, and outputs. Finally, with
regard to the practical implementation, the operational
efficiency has also been enhanced by software systems,
giving specific practical help to staff in charge of speedy and
continuous investigation. The analytical results can be
updated easily with minimal involvement of experts, since
the data are totally reusable and new data can be added and
analysed through support from the software system.

Despite contributions, this study is only at the explorative
stage and is subject to certain limitations as outlined below.
Firstly, regarding types of technology opportunities, this

t-statistic Degree of Significance Mean Std. error 95% confidence interval of
freedom (two-tailed) difference difference difference

Lower Upper

3.248 75.111 0.002 2.203 0.678 3.248 75.111

Note: Mean year for the top 10% of novel patents 2007.215; Mean year for the other patents: 2005.012.
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study mainly focused on incremental innovation based on
existing patents. The breakthrough ideas cannot be easily
identified by the proposed approach although existing
patents are regarded as a valuable source for TOA. The
proposed approach will be more powerful if carefully
integrated with other methods such as Delphi analysis.
Secondly, in terms of the scope of analysis, the proposed
approach needs to be elaborated further by integrating other
factors including organisational expertises and resources. Our
analysis does not yet encompass such factors explicitly
despite their importance in practice. Thirdly, with respect to
the performance of our approach, many issues still remain as
to how to improve the performance of the proposed
approach. Other methods such as semantic text analysis and
clustering analysis could be useful for improving its accuracy.
Also, generative statistical models such as T distributed
stochastic neighbour embedding could be incorporated to
improve its accuracy and gain statistical validity. Fourthly,
with respect to the automation and evaluation, the proposed
approach reduces experts' burden associated with vacancy
definition and assessment, but still relies at critical points on
experts (e.g. determination of the value of k). In particular, the
underlying method, LOF, lacks quality metrics for k, and thus
the quality evaluation of results depends on experts in this
research. Integrating it other methods such as factor analysis
and clustering analysis as well as developing guidelines for
quality evaluation will be helpful for this, although experts’
judgements should be incorporated for practicality. Finally, in
terms of validity issue, a newly proposed method needs to be
carefully deployed in practice. Further testing on a wide
range of technologies in different patent databases could help
establish the external validity of our approach. For this,
experts' judgements on novelty of patents need to be secured
and employed in the future research. Nevertheless, we argue
that the systematic processes and quantitative outcomes the
proposed approach offers make a substantial initial contri-
bution, both to research and practice.
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