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A B S T R A C T

The design of environmentally friendly analytical techniques and the modification of methods that are
in use are important issues to be addressed in Green Analytical Chemistry. Potential applications of non-
destructive spectroscopic techniques to achieve these principles are discussed in this review. Special
emphasis is placed in environmental samples. Taking into account the current tendency to combine the
analysis of environmental samples by non-destructive spectroscopic techniques and chemometrics, the
most important applications concerning this task are also compiled. Although multiple objectives are
pursued, regression techniques, frequently in combination with infrared spectroscopy, stand out, with
around 300 references since 2009. More than half of these publications deal with the design of models
to predict properties of soils. Nonetheless, the combination of regression techniques and non-
destructive spectroscopy is continuously progressing, and they have been applied, for example, in the
analysis of different environmental samples by remote or in-situ multispectral sensors with satisfactory
results.
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1. Green chemistry concept

Currently, the traditional perception of Chemistry by the society
is not positive. The Industrial Revolution brought about a drastic
and unrestrained development of heavy industry. As the genera-
ted waste was directly discharged into the environment without prior
treatment, numerous water bodies, soil plots and the atmosphere
itself resulted seriously damaged. At that time, therefore, it was dif-
ficult to separate Chemistry from pollution. Nowadays we perceive
Chemistry in a radically different way, and the stigma once at-
tached to it is gradually disappearing. This new perception promotes
Chemistry as a tool for the protection and improvement of the en-
vironment. In 1990, Paul Anastas and John Warner proposed the
concept of Green Chemistry [1]. They defined Green Chemistry as a
new philosophy based on eliminating, or at least reducing, the use
or generation of hazardous substances in the design, synthesis and
application of chemical products.

The Green Chemistry concept aims to unify the interests of the
market, the society and the environment, nonetheless, chemical ana-
lysis is undoubtedly one of its principal areas of application. Par-
ticularly in this specific field, apart from reducing the use of
hazardous agents, the decrease in energy consumption and
generation of waste products is of special interest [2]. Thus, the de-
velopment of new environmentally friendly analytical techniques
and the modification of already existing methods are key points in
the progress of the Green Analytical Chemistry concept.

2. Classical chemical analysis

The classical approach of an analytical process includes four main
steps: i) sampling, ii) sample (pre)treatment, iii) analyte separa-
tion and finally iv) analyte detection. All of them could involve a
considerable consumption of energy and produce a significant
amount of hazardous substances.

Provided that the reagents used for cleaning purposes are care-
fully selected and handled, the sampling step should not constitute
an important threat to the environment. Moreover, the use of passive
sampling techniques instead of traditional approaches (active sam-
pling) optimises the process in terms of time and money [3].

The pretreatment of solid, liquid and gaseous samples is usually
a long and expensive process. Sometimes, it involves harmful steps
for the environment. Pretreatment of a liquid, for example, often
includes filtration, preconcentration and clean-up of the sample. The
environmental effects derived from the pretreatment of solid samples
are even stronger. In the classical approach, the analytes must be
extracted into a liquid phase. The process usually takes a long time
and there is a high risk to contaminate the sample and/or to degrade
or transform the analyte [4].

The separation of analytes is mostly attempted by chromato-
graphic and electrophoretic techniques. For detection, mass
spectrometry and optical spectroscopy are the most popular
approaches [5,6]. Separation and detection, however, are not now-
adays critical stages concerning Green Chemistry criteria.

3. Non-destructive spectroscopy

Non-destructive spectroscopy has been studied in depth during
the last years in order to overcome the drawbacks that, concer-
ning the principles of Green Analytical Chemistry, result from the use
of traditional analytical techniques [7]. The non-destructive spec-
troscopic techniques provide analytical information without
damaging the sample and in most of the cases, in addition, sample
treatment (extraction or digestion) is not required. In the view of
Green Chemistry, this is indeed the most important advantage of non-
destructive spectroscopy. Sampling can be also avoided, since in situ
analyses are susceptible to be done using portable equipment [8].

Moreover, non-destructive spectroscopy potentially enables the si-
multaneous analysis of several analytes in a single run, with a
consequent saving of reagents and time.

Vibrational techniques (Infrared (IR) and Raman spectroscopy)
and X-ray fluorescence (XRF) are amongst the non-destructive spec-
troscopic techniques that have attracted more interest in the last
years. They all rely on the interaction between electromagnetic ra-
diation and matter, and the information obtained depends on the
source of the energy used to irradiate the sample. Although the in-
formation obtained by IR could be classified as the poorer one, its
applicability is by far the most important [9,10]. Numerous reviews
such those of Moros et al. [7] and Armenta et al. [11] have com-
piled the most important works based on IR. Even though signals
frequently overlap, Near Infrared (NIR, 780–2500 nm) is still the most
used technique. Middle Infrared (MIR, from about 700 nm to
2500 nm) have also numerous applications, but the use of Far In-
frared (FAR, 400 nm and 700 nm) is still limited.

Traditionally, dispersive instruments have been used to obtain
infrared spectra, but as they were only able to measure one wave-
length at each time, the use of Fourier Transform Infrared (FT-IR)
spectrometers has been continuously increasing over time. A FT-
IR spectrometer is able to collect all wavelengths simultaneously
and, consequently, most of the IR instruments commercialised
nowadays are FT-IR spectrometers.

Transmittance is the pioneering and most straightforward IR
mode, however, applications based on the measurement of re-
flected light can be used for samples that there are difficult to analyse
by the conventional transmittance methods. Reflectance methods
can be divided into three principal categories: Attenuated Total Re-
flectance Spectroscopy (ATR), Specular Reflectance Spectroscopy and
Diffuse Reflectance Spectroscopy (DRS). The information obtained
from all of them is comparable if the differences emerging from the
way the infrared light beam is absorbed by the sample are appro-
priately corrected. ATR spectroscopy is based on the total internal
reflection phenomenon. Depending on the ATR cell, liquid, solid or
gas samples can be analysed. Specular Reflectance Spectroscopy and
DRS are based on external reflectance, so that the radiation re-
flected from a surface is measured in both cases. Specular reflection
is defined as light reflected from a smooth surface at a definite angle,
whereas DRS is based on the reflection produced when energy
penetrates the surface of a sample and this tend to reflect light in
all directions. Since DRS is usually coupled with Fourier transfor-
mation for a more appropriate interpretation of the signals, it is
commonly known as DRIFT. Applications of DRIFT are by far more
abundant than those of specular reflectance spectroscopy [7].

Raman Spectroscopy is considered a non-destructive
technique because the power of its laser can be modulated accor-
ding to the sample that is being analysed to avoid the
thermodescomposition of the sample. Raman Spectroscopy pro-
vides us with revealing information, since the spectrum obtained
is characteristic of each molecule of the sample area that is being
analyzed. However, the application of this technique is still limited
for quantitative analysis because the pretreatment of the spectra
could be tedious.

XRF, unlike vibrational techniques, provides us with elemental
information of the sample. It has been largely used in medical and
environmental applications with satisfactory results [12]. In recent
times, many attempts have been done to combine vibrational and
elemental spectroscopic techniques. The combination of Scanning
Electron Microscopy coupled to Energy Dispersive X-Ray Spectros-
copy (SEM-EDX) and Raman spectrometry is a successful example
of this combination [13].

Despite the multiple applications of the abovementioned spec-
troscopic techniques, this review will only focus in the analysis of
environmental samples such as soils (including rocks and sedi-
ments), water, air particles, and biota (animals and plants mainly).
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As shown in Fig. 1, the amount of publications devoted to the
application of non-destructive spectroscopic techniques to the
analysis of environmental samples has been continuously increasing
over the period 1980-2014. Data in Fig. 1 was obtained after a
bibliometric analysis carried out using the on-line version of
SciFinder. This tool integrates the data bases included in CAplus and
MEDLINE. 19.999 documents including books, reviews and articles
were recovered with “spectroscopy” as search topic. The search was
then refined including successively the concepts ‘‘non-destructive’’
(5666 documents) and “environmental” (455 documents). If the spe-
cific environmental matrixes usually studied are used to refine the
“non-destructive” search, a clear increasing trend since 1980 is ob-
served in all the cases. It should be clarified that the plot showing
the evolution in the amount of works dealing with water samples
is only a estimation, since it includes all the works containing the
word “water”, not necessarily as the studied matrix.

4. The role of chemometrics in the analysis of environmental
samples by non-destructive spectroscopic techniques

The combination of chemometric and analytical techniques to
produce methods according to the Green Chemistry concept has
become an important challenge in the last few decades. A large
variety of chemometric methods has been used up to date in the
Analytical Chemistry field. We have tried to arrange this overview
in a comprehensive way, but it becomes obvious that numerous over-
laps may happen (see Fig. 2).

• Time/spatial series analysis: in environmental chemical analy-
sis, and specifically in pollution monitoring, time and spatial series

Fig. 1. Amount of publications (X axis) per year between 1980 and 2014 (Y axis) including “spectroscopy” (top and left) and the results obtained after refining the search
with the concept ‘‘non-destructive’’ (top and right). The plots in the bottom correspond to the amount of publications (Y axis) per year from 1980 to 2014) (X axis) con-
cerning non-destructive spectroscopy applied to the study of i) solid samples (sediment, soil, biota), ii) air or iii) water samples.

Fig. 2. Main chemometric techniques applied in combination with non-destructive
spectroscopy in the analysis of environmental samples, and the main steps in a mul-
tivariate calibration approach.
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are often investigated to detect systematic trends of analytes over
time or space. When chronologically or strategically ordered data
are analysed the main objectives consist on: i) forecasting, ii)
process control, iii) process simulation and iv) development of
new physical and biological models. Techniques used in this group
include smoothing and filtering, regression, correlation and cross
correlation, autoregression and AutoRegressive Integrated Moving
Average modelling (ARIMA) [14], among others. The amount of
publications included in this field and devoted to environmen-
tal issues is scarce. Most of them deal with monitoring studies,
and due to the amount of data compiled, the chemometric tech-
niques usually applied are, statistically speaking, more complex
than those included in this category. That is, clustering or cla-
ssification techniques have been more widely applied in this kind
of studies because they provide the researcher with more useful
information in a single statistical step, such as the main fea-
tures of a given spatial or temporal trend. The few works focused
in the abovementioned methods do not use directly spectral in-
formation. Logically, it is more difficult to investigate temporal
and spatial variability of a given variable in a given area using
spectral data rather than numeric discrete variables. Conse-
quently, the works published in this field combining non-
destructive spectroscopy and chemometric techniques for the
analysis of time/spatial series use concentration values ob-
tained from the integration of spectral bands or signals
(depending on the method used) rather than the whole spectra.
For example, XRF, which provides us with elemental informa-
tion, is, in combination with correlation analysis, the most popular
technique in environmental studies. Researches focused in aquatic
systems stand out here. The evaluation of the ecological state
of rivers and estuaries is an important issue due to their very
high temporal and spatial variability. With this objective, sedi-
ments have been analysed by means of XRF [15,16]. Although
the review of Simonescu [17] revealed that IR has numerous
applications in environmental studies concerning pollution moni-
toring, most of them do not include chemometric techniques to
study the possible existence of trends in spatial/temporal series.
Similarly, Raman spectroscopy is not commonly used with this
purpose.

• Treatment of analytical signals: A spectrum must be pretreated
before further manipulation in order to obtain reliable information
from it. If the objective is signal or band identification, a simple
baseline correction may be enough. However, if the goal is quan-
tification, different preprocessing methods should be thoroughly
checked, and combined. NIR and MIR (Middle Infrared) spec-
troscopy are the most usual techniques in works concerned with
environmental samples and spectral preprocessing. The noise
present in IR spectra is behind this fact. Noise may have differ-
ent origins, such as interference of chemical factors or errors in
the experimental process, among others. Signal-to-noise ratio
decreases when noise increases and, consequently, the above-
mentioned factors can distort the information extracted from the
IR spectra. The pre-processing techniques most frequently used
in NIR (and also in MIR) spectroscopy can be divided into two
main groups: scatter correction methods and spectral deriva-
tives. The scatter-corrective group includes Multiplicative Scatter
Correction (MSC), Inverse MSC, Extended MSC (EMSC), Ex-
tended Inverse MSC, de-trending, Standard Normal Variate (SNV)
and normalization. Among methods based on derivates two tech-
niques stand out: Norris-Williams (NW) derivatives and Savitzky-
Golay (SG) polynomial derivative filters. Both are normally applied
to minimize baseline deviations caused by dispersion effects.
Approximately the 90% of the IR spectra derived from environ-
mental analysis is preprocessed. This is even more notable in the
analysis of biological samples [18]. Pretreatment of spectral signals
obtained from plant samples prior to composition assessment

is, therefore, an important task [19,20]. The objective of most
publications based on IR is not preprocessing itself; most usually,
they have more ambitious objectives and signal treatment is only
a previous step. Prediction of physico-chemical properties of soils,
e.g., the evaluation of humic and fulvic acid contents [21,22], is
a common objective of publications including IR preproce-
ssing. The number of works dealing with preprocessing of Raman
or XRF spectra is significantly lower. For instance, when Raman
spectral preprocessing is carried out the main objective is usually
the elimination of fluorescence. With this purpose background
correction procedures, which minimize the effect of a varying
background caused by fluorescence of the sample, filtering and
scaling methods and techniques for dimension reduction have
been applied for the spectral preprocessing of Raman spectra ob-
tained after the analysis of solid environmental samples. In the
case of XRF the preprocessing methods are usually based in deri-
vation of the signal. Not only numerical derivatization is used,
Savitzky-Golay or Norris algorithms are also applied. Afseth et al.
2006 [23] and Bocklitz et al. 2011 [24] investigated the effec-
tiveness of different methods to preprocess Raman spectra
obtained from biological samples. However, the main objective
of works based on XRF or Raman spectroscopy usually is not the
preprocessing itself; they all have more arduous objectives, such
as regression for the prediction of the elemental composition of
soils or soils quality assessment [25,26].

• Multivariate Analysis: As observed in Fig. 2, chemometric methods
most often used in the analysis of multivariate environmental
data can be divided into 3 main categories according to the ob-
jective pursued: i) clustering, ii) classification and iii) regression:
- Clustering tries to identify clusters of objects (samples) or varia-

bles (experimentally measured parameters) with similar char-
acteristics, which enables an assessment of the general
structure of the dataset. Depending on how data is organised,
two- or three- dimensional methods can be distinguished. That
is, each sample can be graphically depicted in a two- or three-
dimensional space. If the samples (objects) are organised in
one direction and the variables in another one, a single 2D data
table is obtained (two-way methods, Fig. 3). Data can be also
organised according to a multi-set or multi-way arrange-
ment. In both cases, a simultaneous analysis of several 2D data
tables is performed (multi-set or multi-way methods, Fig. 3).
Cluster Analysis (CA), Principal Component Analysis (PCA), Mul-
tivariate Curve Resolution (MCR) and Multivariate Curve
Resolution Alternating Least Squares (MCR-ALS) are the most
popular two-dimensional techniques. Three dimensional
approaches include Structuration des Tableaux A Trois Indices
de la Statistique (STATIS), Parallel Factor Analysis (PARAFAC),
PARAFAC 2 and Tucker3 [27].
Although all these techniques are increasingly applied in en-
vironmental studies [14,28], their use in combination with pure
spectral data is not very popular. Clustering has been more fre-
quently used to deal with spectral data resulting from NIR and
MIR measurements and, to a lesser extent, from XRF and Raman
spectroscopy. When the spectral information is directly used,
clustering techniques are usually applied prior to any other
chemometric technique, such as regression analysis. For
example, PCA has been performed before regression to detect
spectral outliers [29] or to reduce the amount of spectral data
to deal with [26,30]. This approach is important in NIR or VIS-
NIR (Visible-Near Infrared) hyperspectral imaging, since PCA
has also been used for reducing the spectral dimension of the
images [31]. Clustering techniques are also useful to define
correctly the calibration and validation sets before regression
analysis [22,25] or to compare the results obtained by different
spectroscopic techniques [32]. If concentration values calcu-
lated from IR, XRF or Raman spectra are also considered, the

33A. Gredilla et al./Trends in Analytical Chemistry 76 (2016) 30–39



use of clustering techniques significantly increases. In this case,
the identification of contamination sources is a common ob-
jective. XRF is the technique most widely used with this
purpose. Clustering is a good alternative for the analysis of air-
borne particles. For instance, XRF and ED-XRF (Energy
Dispersive XRF) were combined with PCA to identify sources
of aerosol particles both in rural areas and cities [33,34].
Clustering methods are divided into two groups: those based
on distance or vicinity and those based on factor analysis. The
first group includes CA in its different modalities, that is, single
linkage method, k-means clustering, etc. The most popular tech-
nique based on Factor Analysis is PCA. Due to the complexity
of the results obtained after the application of clustering tech-
niques to spectral data, it is difficult to find research works
using spectral wavelengths as variables. This is more evident
in works using XRF [35] and Raman spectroscopy [36]. The
combination of IR spectra and clustering techniques pursues
different objectives. In soils, for example, IR has been used to
characterise samples using PCA as classification tool or to
explore the structural variability of soils [37,38]. In plants, green
tools for mine phytoremediation strategies were identified by
NIR and PCA [39] and discrimination of cultivars was
attempted using olive leaves and the combination between FT-
MIR and PCA [40]. CA and PCA combined with IR appear in
the bibliography as a clustering tool for the study of different
natural environments, such as seaside areas [41] and estua-
ries [42]. XRF and Raman spectra have also been occasionally

used together with CA to define clustering models in river sedi-
ments and complex biological samples [43].

- The classification techniques use information about a charac-
teristic that represents a difference among samples, so that a
classification can be proposed. New samples can be ascribed
to one or another group according to the proposed model. Such
methods include Linear Discriminant Analysis (LDA) [44],
k-Nearest Neighbour (k-NN) [45], Partial Least Squares Dis-
criminant Analysis (PLS-DA) [46], and different variants of
Neural Networks, such as Artificial Neural Networks (ANN),
among others. Although they are good alternatives for the
analysis of environmental samples, their use is not so popular,
and in most cases the suitability of the result obtained by a
classification technique is checked by the simultaneous use of
a reference clustering technique, such as PCA [47].

- Finally, regression techniques are used in multivariate cali-
bration to establish the relation between two matrices by
means of a mathematical model. Each matrix contains different
information about the same group of objects (samples). Most
often, the first matrix contains information obtained by means
of a method to be replaced, and the second matrix contains
information obtained by an alternative method. In environ-
mental analytical chemistry, there may be several reasons for
substituting a method. The method may be costly, it may fail
to comply with the concepts of Green Chemistry or the ana-
lytical process may be long and arduous [48].

The first step in the calibration process is to obtain informa-
tion about the samples that will be used as calibrants (see Fig. 2).
On the one hand, information obtained using the method to be
substituted (usually the analyte concentrations) and, on the other
hand, information provided by an alternative method (in spectros-
copy, a spectrum).

The second step requires the pretreatment of the information
obtained. Spectral data must be pretreated (baseline correc-
tion,. . .) before further manipulation. Sometimes, it is necessary to
select the part of the spectrum that contains representative infor-
mation of the sample, removing wavelengths with minimum or no
information at all, that only add noise and distort the model rather
than improving it [49].

The third step (calibration) involves regression, validation and
prediction. First of all, samples must be divided into two subsets,
the training (or calibration) set and the validation set. Each subset
must be representative of the experimental conditions considered.
To this end, different algorithms able to deal with the covariance
between the analyte concentration data and the spectral data are
normally used. The training data set is used to construct a
mathematical model by regression analysis and this model is then
validated through the validation or test set in order to check its
quality [48]. Later on, in prediction the variables corresponding to
unknown samples (the prediction set, completely independent from
the training and validation sets) are predicted using the previously
validated mathematical models.

The most popular multivariate regression techniques include Mul-
tilinear Regression (MLR), Principal Component Regression (PCR)
and Partial Least Squares (PLS) [7]. There are some other tech-
niques derived from PLS or MLR, such as, Genetic Algorithms Partial
Least Squares (GA-PLS), Moving Window Partial Least Squares (MW-
PLS), Uninformative Variable Elimination Partial Least Squares (UVE-
PLS), Successive Projections Algorithm Multiple Linear Regression
(SPA-MLR) and Equidistant combination Multiple Linear Regres-
sion (EC-MLR) [50]. All these techniques are based on PLS, or MLR,
but they all include a previous step which investigates all the possible
combinations among variables (spectral wavelengths in this
case) to design the best calibration model. As it can be observed
in Tables 1 and 2, two or more regression methods are often used

Fig. 3. Different ways to organise data: several compartments (suspended matter,
pore waters and oysters) have been sampled in different sampling campaigns (2012,
2013 and 2014) at different sites, and several variables have been measured in the
samples (concentrations of metals, organics and physico-chemical parameters).
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in the same work. PLS is the regression technique preferably used,
with more than 300 publications in the last 5 years (without in-
cluding biota). If works dealing with PLS models are sorted according
to the environmental matrix studied, the 80% is concerned with the

analysis of solid samples, and only 2 out of 10 investigate other solid
sample than soil (e.g. sediment). Moreover, although it should not
be used as a reference, when any other regression technique different
from PLS is applied, PLS is usually employed to check the reliability

Table 1
Research works, published between 2009 and 2014, that include regression analysis of datasets with spectral data obtained from the analysis of solid environmental samples
using non-destructive spectroscopic techniques (“Compare results” makes reference to the results obtained by means of different regression techniques). In this compila-
tion biological samples are not included (see Table 2)

Matrix Regression technique Spectral range Predicted variable Reference

Soil PLS, SVM VIS-NIR Soil organic Carbon/Compare results [51]
Soil PLS NIR Metal (Zn, Cu, Pb, Cr and Ni) content [52]
Soil PLS MIR As concentration [29]
Soil PLS, UVE-PLS, GA-PLS VIS-NIR Soil organic carbon and hot water-extractable carbon/Compare results [53]
Soil PLS NIR, MIR Total carbon and nitrogen, C/N ratio, substrate-induced respiration and

denitrifying enzyme activity
[54]

Soil PLS MIR Organic and inorganic carbon [55]
Soil PLS VIS-NIR Soil organic carbon [56]
Soil PLS, GRNN MIR Carbonate content/Compare results [57]
Soil PLS NIR Zn concentration [58]
Soil PLS, PLS-BPNN VIS-NIR Soil organic matter/Compare results [59]
Soil PLS, SML, SVM VIS-NIR Soil total nitrogen/Compare results [60]
Soil PLS MIR, XRF Metal concentration (Al, As, Ba, Ca, Ce, Co, Cr, Cs, Cu, Fe, Ga, Hf, K, La, Mg, Mn, Na,

Nb, Ni, P, Pb, Rb, Sc, Si, Sr, Th, Ti, V, Y, Zn and Zr)
[61]

Soil PLS VIS-NIR Cu contamination [62]
Soil PLS NIR Hot water extractable organic carbon and K2Cr2O7 oxidizable organic carbon [63]
Soil PLS NIR, MIR Total organic carbon, total nitrogen, cation exchange capacity, electric conductivity

and pH
[64]

Soil PLS VIS-NIR Total nitrogen, total carbon, soil organic carbon and soil inorganic carbon [65]
Soil PLS MIR, XRF Carbonate content [66]
Soil PLS VIS-NIR Sand, silt and clay, organic carbon, total nitrogen, cation exchange capacity and

calcium carbonate
[67]

Subsoil PLS MIR, XRD Ratio of cation exchange capacity to clay [68]
Soil PLS, PCR ED-XRF Elemental concentration (V, Mn, Co, Ni, Cu, Zn, As, Sr, Ba, Pb and Pb)/Compare

results
[69]

Soil PLS MIR Soil properties (labile and stable inorganic and organic phosphorous forms and
contents of organic carbon)

[70]

Soil PLS VIS-NIR Investigate the effect of moisture content on the prediction accuracy of soil
organic carbon and pH

[71]

Soil PLS MIR Soil properties (pH, total carbon, total nitrogen, extractable phosphorus,
exchangeable potassium, calcium, magnesium and texture)

[72]

Soil PLS NIR Organic carbon, cationic exchange capacity and clay and sand contents [30]
Soil PLS, GA-PLS, SVM VIS-NIR Thermolabile organic carbon, inert organic carbon fraction and the sum of the

total soil organic carbon/Compare results
[73]

Soil CARS-PLS VIS-NIR, MIR Organic carbon, total nitrogen, microbial biomass-carbon, pH and hot water
extractable carbon

[74]

Soil PLS NIR, MIR Soil organic carbon and total nitrogen and C/N ratio [75]
Soil PLS MIR Soil organic carbon, soil inorganic carbon as carbonate, total carbon content,

cation exchange capacity and pH
[76]

Soil PLS, LS-SVM, LWR MIR Sand, silt and clay contents and total carbon and total nitrogen/Compare results [77]
Soil PLS, BRT VIS-NIR Total petroleum hydrocarbon/Compare results [78]
Soil PLS VIS-NIR Soil organic carbon [79]
Soil PLS NIR Soil texture, cation-exchange capacity, pH, total carbon and total nitrogen, organic

carbon and potentially mineralizable nitrogen
[80]

Soil PLS MIR Detect changes in 14NO3-N and 15NO3-N concentrations [81]
Soil PLS NIR Total organic carbon, total nitrogen content, organic carbon in humic substances,

and concentrations of NH4
+, Ca2+, Mg2+, K+ and phosphorus

[82]

Soil PLS VIS-NIR Soil organic and inorganic carbon [83]
Soil PLS Raman Phosphorus concentration [84]
Soil PLS, ANN ED-XRF Micronutrients (Fe, Cu, and Zn) and macronutrients (NO3

−, SO4
2−, and H2PO4

−)/
Compare results

[26]

Soil PLS, PCR XRF Chromium speciation/Compare results [85]
Soil EC-MLR, MW-PLS, SPA-MLR NIR Organic matter/Compare results [50]
Soil PLS, ANN MIR Total carbon and total nitrogen/Compare results [86]
Soil PLS, ANN ED-XRF C, N, Na, Mg, P, Fe, Cu, Zn, NO3

−, H2PO4
−, SO4

2−/Compare results [87]
Coal PLS NIR Total moisture, inherent moisture, ash, volatile matter, fixed carbon and sulphur [88]
Poultry manure PLS, ANN NIR Ammonia nitrogen, total potassium, total nitrogen, total phosphorus/Compare

results
[89]

Sediment PLS XRF Al, As, Cd, Co, Cr, Cu, Fe, Mg, Mn, Ni, Pb, Sn, V and Zn [25]
Sediment PLS NIR, MIR Al, As, Cd, Co, Cr, Cu, Fe, Mg, Mn, Ni, Pb, Sn, V and Zn [90]
Sediment PLS MIR Polyphosphate content [91]
Sediment PLS VIS-NIR, NIR, MIR Organic and inorganic carbon, biogenic silica and total nitrogen [92]
Sediment PLS MIR As, Cd, Cr, Pb, Sb and Sn and acid soluble, reducible and oxidizable Cr fractions,

elemental composition (carbon, nitrogen and hydrogen content), pH, redox
potential and the amount of fulvic and humic acids

[22]
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of the results. In those cases, as in all the fields of analytical
chemistry, a previously validated methodology should be used to
check the applicability of the proposed method.

Similar works concerning water or air samples are scarce. The
organic matter content in soils is clearly one of the variables more
frequently estimated, but other properties such as pH or nitrogen
content are also usually calculated. IR spectroscopy is the pre-
ferred technique in most of the approaches. The lack of specificity
of IR spectral bands, with only vibrational information, increases
the need of combining IR with multivariate calibration methods [11].

As can be seen in Table 1, the use of VIS-NIR, NIR and MIR for
the analysis of solid samples have been similar. The objectives
pursued, in addition, are similar in all the cases, that is, the pre-
diction of physico-chemical properties of soils or the design of
models to predict the elemental composition of soils. While some
authors claim that the models with more predictive ability are those
based on MIR [74], some others affirm that better results are ob-
tained in the NIR region [54]. It can be concluded that the use of
IR spectra is a good approach to predict soil properties whatever
it is the region employed. The spectral range might be sample spe-
cific. Moreover, an appropriate pretreatment of data and a correct
definition of the datasets for calibration, validation and prediction
are crucial steps in the development of high quality models for the
prediction of physico-chemical properties of solid samples. Despite
the fact that the relation between NIR and/or MIR spectra of a soil
or sediment and its elemental content is not evident, PLS models
based on VIS-NIR, NIR and MIR measurements have been pro-
posed to estimate the concentration of trace and major elements
in solid samples with satisfactory results [22]. Analytical tech-
niques to be replaced in these cases always include an acid extraction
step followed by detection by Atomic Absorption Spectrometry (AAS),
Inductively Coupled Plasma Atomic Emission Spectrometry (ICP-
AES) or Inductively Coupled Plasma Mass spectrometry (ICP-MS)
[22,25,26,47,85].

If we focus on the different IR spectrometers that are currently
on the market, few publications are based on transmission mea-
surements [66]. This fact is not characteristic of environmental
samples. Reflectance methods have replaced the traditional analy-
sis using transmittance IR. A notable amount of publications do not
specify which has been the type of reflectance spectrometry used.
This is more common in works focused on non-solid environmental

samples. Specular Reflectance Spectroscopy is not usual in the analy-
sis of environmental samples.

DRIFT is undoubtedly the technique preferably chosen for the
analysis of both solid [29,56,61,64,68,74,76,92] and non-solid en-
vironmental samples [95]. DRIFT and ATR are both affected by
differences in particle size, but ATR allows a direct analysis of the
sample using a zinc selenide (ZnSe) crystal or diamond, being not
necessary to mix the sample before producing a pellet with a hy-
draulic press. Nonetheless, in ATR measurements the penetration
depth of the IR beam is only of a few millimetres and decreases at
shorter wavelengths; consequently, the lack of a good contact
between the sample and the internal reflection element of the ATR
may result in unsatisfactory results. For this reason, DRIFT is more
used in environmental studies. The analysis of non-homogeneous
samples (which is usually the case of environmental samples) is also
preferably attempted by DRIFT.

In regression studies in which environmental samples are in-
volved, ATR is more frequently combined with MIR [22]; however,
DRFIT spectrometers have been also properly combined with VIS-
NIR [53], NIR [64,90] and MIR [29,57,61] with satisfactory results.

It is not easy to find publications combining the analysis of en-
vironmental samples by Raman spectroscopy and regression
techniques. Only a few examples devoted to the production of models
to predict physico-chemical properties of the samples are worth
mentioning. For instance, the relationship between sand soil phos-
phorus concentration and Raman spectra was explored by PLS
(Partial Least Squares) [84]. XRF, on the other side, has been used
to predict the concentration of metals and metalloids in samples.
Consequently, it can be used as a prediction tool for the ecological
assessment of environmental areas [25]. Moreover, energy disper-
sive X-ray fluorescence scattering (EDXRFS) has been successfully
applied to measure macronutrients (NO3

−, SO4
2−, and H2PO4

−) in soils
[26]. Portable XRF has also been used with similar objectives [109].

Due to its more homogeneous surface, leaf is the plant part which
has been more often investigated in this field. Protein or water con-
tents are the variables most often quantified in plants through
regression models obtained after spectroscopic measurements.
Models to predict nutritional values in fishes have also been pro-
posed [110]. In the case of water, most of the works are concerned
with contamination or pollution issues. Some important research
works carried out between 2009 and 2014 regarding biota and

Table 2
Research works, published between 2009 and 2014, that include regression analysis of datasets with spectral data obtained from the analysis of biological and non-solid
environmental samples using non-destructive spectroscopic techniques (“Compare results” makes reference to the results obtained by means of different regression techniques)

Matrix Regression Technique Spectral range Predicted variable Reference

Plant (Grass) PLS NIR Total Nitrogen content [93]
Plant (Flos Lonicerae) PLS, GA-PLS, PCR NIR Bacteriostatic activity/Compare results [94]
Plant (Eucalyptus urophylla) PLS NIR, XRD The microfibril angle of crystalline cellulose [95]
Plant (Bog) PLS NIR δ13C and δ15N, total carbon and nitrogen [96]
Plant (Ligustrum japonicum) PLS NIR hyperspectral imaging Water content [97]
Plant (Auricularia auricular) PLS, MLR, LS-SVM, SPA-MLR,

SPA-PLS, SPA-LS-SVM
NIR Protein content/Compare results [98]

Plant (Tobacco) PLS NIR Three phenolic compounds: Chlorogenic acid, scopoletin and
rutin/Compare results

[99]

Plant (Epipremnum aureum) PLS NIR hyperspectral imaging Water content [100]
Plant (Bamboo) PLS, MLR, BP-ANN, LS-SVM VIS-NIR Antioxidant activity indices/Compare results [101]
Plant (Acacia mearnsii) PLS NIR Tannin content [20]
Plant (Rosa laevigata) UVE-PLS, UVE-GA-PLS NIR Polysaccharide content/Compare results [102]
Bacteria (Lactobacillus kefir) PLS Raman Quantification of metal ions [19]
Fragrant mushroom PLS, LS-SVM MIR Protein/Compare results [103]
Water (wastewater) PLS MIR Petroleum hydrocarbons [104]
Water PLS NIR Hydrocarbons [105]
Water (tanned solid wastes) PLS NIR Hydrocarbons [106]
Water PLS MIR Pyrethroid and organochlorine pesticides [107]
Atmosphere (Fog and rain) PLS IR Diethyl ether [108]
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non-solid samples, regression analysis and non-destructive spec-
troscopic techniques are summarised in Table 2. Clearly, XRF is not
widely used to analyse environmental water samples because, due
to the influence of the matrix effect, the sensitivity of XRF is lower
than that obtained by ICP-MS or ICP-AES. In XRF analysis a
preconcentration step is required, so that this methodology does
not offer clear advantages compared to other traditional methods.
Some authors claim that Raman spectroscopy is more appropriate
than IR for the analysis of water, because water is a “weak Raman
scattering but a strong absorber of infrared radiation” [111].
Nevertheless, in practice, works including regression techniques, IR
and biological or water samples are more popular. Unlike in solids
samples, where NIR and MIR are similarly used, NIR is the spec-
tral range usually chosen to analyse non-solid environmental
samples. This is probably because the analysis of non-solid samples
by IR is still quite recent. The low cost of the materials, such as glass
and quartz, that can be used as cell windows in NIR spectrometry,
together with the fact that the signal of water is practically negli-
gible in NIR, are behind the wide use of this IR region to analyse
water or plants.

5. Conclusions

IR is for sure the non-destructive spectroscopic technique more
frequently used nowadays in the analysis of environmental samples.
This is because IR spectroscopy is a relatively cheap and easy to
operate technique that provides us with low baseline noise spectra
and non-specific bands. The information obtained from IR spec-
troscopy, however, is rather limited. Although the use of Raman
spectroscopy is increasing, especially in the analysis of solid samples,
its applications are still limited, mainly due to the high amount of
organic matter usually present in environmental samples that
typically complicates the acquisition of quality data and the iden-
tification of peaks.

The combination with multivariate chemometrics is clearly the
reason that explains the rise in the application of non-destructive spec-
troscopic techniques to the analysis of solid environmental samples.
Traditional statistical tools, such as those used to investigate time/
spatial series, are not usually combined with non-destructive techniques
or, at least, not alone. This is because clustering and classification tech-
niques provide us with information which is not usually provided by
correlation analysis or similar methods.

Certainly, soil is the natural compartment more frequently
studied. Spectroscopic analysis of water or biota requires specific
equipment and, sometimes, a tedious sample pretreatment. Moreo-
ver, when solvents are used interferences are prone to appear, making
data treatment more difficult. Despite all these aspects, the non-
destructive analysis of airborne particles and plants is slowly
increasing. This is more obvious in works concerning clustering and
IR. Special equipment is not necessarily required to analyse bio-
logical and water samples by IR, a few drops of water or biological
tissue are enough for a direct analysis by ATR.
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