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Abstract

Author co-citation analysis (ACA) has been widely used in bibliometrics as an analytical method in
analyzing the intellectual structure of science studies. It can be used to identify authors from the same or
similar research fields. However, such analysis method relies heavily on statistical tools to perform the
analysis and requires human interpretation. Web Citation Database is a data warehouse used for storing
citation indices of Web publications. In this paper, we propose a mining process to automate the ACA
based on the Web Citation Database. The mining process uses agglomerative hierarchical clustering (AHC)
as the mining technique for author clustering and multidimensional scaling (MDS) for displaying author
cluster maps. The clustering results and author cluster map have been incorporated into a citation-based
retrieval system known as PubSearch to support author retrieval of Web publications. � 2002 Elsevier
Science Ltd. All rights reserved.
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1. Introduction

In published journal articles, there are always some papers or books that are cited as references
for the concepts or ideas presented in them. These cited references are used to refer the reader to
the relevant papers for further reading on the concepts and ideas that are introduced in the source
paper. They reveal how the source paper is linked to the prior relevant research on the assumption
that citing and cited references have a strong link through semantics. They provide a valuable
source of information and directives for researchers in the exchange of ideas, the current trends
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and the future development in their respective fields. Therefore, citation indices can be used to
facilitate the searching and retrieval of information.
We have developed a citation-based retrieval system known as PubSearch (He, 2001), which

generates a Web Citation Database from online scientific publications that are made available
over the Internet, and supports the retrieval of the publications based on the Web Citation
Database. The Web Citation Database is a data warehouse used for storing citation indices,
which contain the references that the publications cite. The Web Citation Database can be gen-
erated using an autonomous citation indexing agent by searching through the Web sites on the
Internet, which downloads the scientific publications, extracts the citations, generates the cita-
tion indices and stores the information in the Web Citation Database. This technique has also
been demonstrated in another system known as CiteSeer (Bollacker, Lawrence, & Giles, 1998,
2000).
As most researchers are interested in scientific publications from certain research areas, iden-

tifying authors from the same research area becomes one of the most important knowledge for
most researchers. To achieve this, author co-citation analysis (ACA) (White & Griffith, 1981) can
be applied to identify inter-relationships between authors. It is an analytical method that has been
traditionally used to trace the intellectual structure in science studies. ACA assumes that two
authors are correlated if the frequency that they are cited together by later works is high. So if the
frequency of two authors cited together by the same publication is very high, these two authors
will belong to the same or similar research field.
The Web Citation Database contains rich information that can be mined to help document

retrieval. In this paper, we focus on mining (Fayyad, Piatetsky-Shapiro, & Smyth, 1996; Mitchell,
1999) the Web Citation Database using the ACA for author clustering. Agglomerative hierar-
chical clustering (AHC) (Everitt, 1986) is used as the mining technique for author clustering and
multidimensional scaling (MDS) (Green, Carmone, & Smith, 1989) is adopted for displaying
author cluster maps. The mining process has been incorporated into the PubSearch system for
author retrieval. The rest of the paper is organized as follows. First, a brief introduction of the
ACA process is presented followed by the related work on the application of ACA method. Then,
the structure of the Web Citation Database is described. The author co-citation mining process is
discussed. The performance of the author clustering technique is evaluated. Finally, a conclusion
is given.

2. Author co-citation analysis

ACA (White & Griffith, 1981) is carried out as follows. It first selects the targeted authors from
a huge data store. Then, the number of co-occurrences of any two different authors is calculated as
the author co-citation frequency, which will then be used to form a two-dimensional raw data
matrix with identically ordered authors’ names for rows and columns. The raw data matrix is
converted into a correlation matrix of proximity values that indicate the degree of similarity
between author pairs. Pearson’s correlation coefficient (Johnson, 1988) is commonly used for this
purpose. Finally, multivariate analysis is applied to the correlation matrix to reveal the inter-
relationships among authors. Three approaches can be used for multivariate analysis (McCain,
1990): cluster analysis, MDS and factor analysis.
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For cluster analysis, the two most popular techniques are AHC (Everitt, 1986) and iterative
partitioning algorithms (Jain & Dubes, 1988). Both techniques involve a tree-like building pro-
cess. In AHC algorithm, clusters are built from the bottom with individuals or groups of indi-
viduals gradually joining to form clusters, while in iterative partitioning algorithm, a collection of
all individuals are split from top to bottom and the process iterates until the desired number of
clusters is reached. The AHC algorithm is commonly used in ACA research work.
MDS (Green et al., 1989) is used to create visual displays or maps so that the underlying

structure within a set of objects can be studied. Heavily co-cited authors appear close to each
other in the multidimensional space. Authors with many links to others tend to be in central
positions while weakly linked authors will be placed in the periphery. In this way, central and
peripheral research specialization can easily be shown (Kruskal, 1977).
Factor analysis (Gorsuch, 1983) attempts to ‘‘explain’’ the inter-relationships observed among

the original variables through the creation of a much smaller number of ‘‘derived’’ variables or
factors. In ACA, a factor is interpreted by the subset of authors loading on it, i.e. making sub-
stantial contributions to its construction. Every author loads on (contributes to) every factor, and
the interpretation or definition of each new factor is based on those authors with high loadings.
The strength of inter-correlation among the factors reveals the subject-related linkage between
authors. The advantage of factor analysis is its ability to demonstrate the breadth of contributions
by authors who load substantially on more than one factor.
The computation complexity for factor analysis is OðNf Þ, where N is the number of authors

being analyzed and f is the number of factors finally extracted. The AHC method has the
computation complexity OðN 2Þ, where N is the number of clusters generated. It is much faster
than the factor analysis and the algorithm is simpler to implement. On the other hand, MDS can
be used to create a visual display of points, which form the author cluster maps.

3. Related work

Traditionally, researchers in information studies field rely on some statistical tools, such as
SPSS (2000) which supports cluster analysis, MDS and factor analysis, to perform ACA (Larson,
1996; Perry & Rice, 1998; White & McCain, 1998; White, 1990). To do this, they need to get the
author co-citation raw matrix either manually or use other software tools before feeding it into the
statistical tools. As the returned results are not well-clustered author groups, researchers still need
to group authors manually according to the positions of the authors in the output display. So the
whole process depends very much on human interpretation and interaction.
In recent years, information visualization techniques have been researched to display author co-

citation information. Lin (1997, 2000) has applied the Kohonen’s self-organizing map (KSOM)
(Kohonen, 1995) algorithm to the co-citation matrices to generate a display map that clusters
information scientists into several subject areas. Users can click on an author’s name from the
display map. The selected author name is then passed to the Alta Vista search engine, and Web
pages containing the selected author are returned. Chen and Carr (Chen & Carr, 1999a,b; Chen,
1999; Chen, Chennawasin, & Yu, 2000) have used Latent Semantic Indexing (Deerwester,
Dumais, Furnas, & Landauer, 1990) and Pathfinder Network Scaling (Schvaneveldt, Durso,
& Dearholt, 1989) to extract the semantic structures and citation patterns from document
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collections. Factor analysis supported by SPSS has been used to identify the major research areas
from the author co-citation patterns. The author co-citation map can then be visualized in three-
dimensional and color-codable form. Users can select the author name on the map to retrieve the
corresponding documents under the author. The major research areas can also be displayed on
the map. In (White, Buzydlowski, & Lin, 2000), it has also proposed to use Pathfinder Network
Scaling to generate the author co-citation maps, which can then be served as interfaces for
document retrieval. However, only design issues have been discussed in the paper.
As can be seen, most recent research works on ACA focus on investigating visualization

techniques for displaying author co-citation information. However, before it can be visualized, the
users still need to spend much time on collecting and converting the author data into the right
format before feeding them into the statistical tools or visualization tools for display. This is
tedious and time-consuming whenever a user wants to generate author co-citation information.
In this research, we focus on automating the author co-citation process by mining the author
information directly from the Web Citation Database. Such automated process can then be in-
corporated into a retrieval interface to generate different forms of author information.

4. Web Citation Database

Fig. 1 shows the relationships of the two major tables created in the Web Citation Database.
They are the SOURCE and CITATION tables. The SOURCE table stores the information of
source papers while the CITATION table stores all the citations extracted from the source papers.
Most attributes of these two tables have the same data definitions such as the paper title, author
names, journal name, journal volume, journal issue, pages and the year of publication. URL_link
is the Web URL address of the corresponding document. With this field, full-text access is pos-
sible. ‘‘Paper_ID’’ of the SOURCE table and ‘‘Citation_ID’’ of the CITATION table are the
primary keys in these two tables, respectively. ‘‘No_of_citation’’ of the SOURCE table is the
number of references contained in the source paper. ‘‘Source_ID’’ of the CITATION table links
to the ‘‘Paper_ID’’ of the SOURCE table to identify the source paper that cites the particular
publication stored in the CITATION table. As can be seen, most fields in the CITATION table
are similar to those in the SOURCE table. It should also be noted that for all the papers, only the
first three authors are stored in the Web Citation Database. This is based on the assumption that
the fourth author onwards contribute little to the paper.
An example of records stored in the SOURCE and CITATION tables is illustrated in Fig. 2.

Records in the SOURCE and the CITATION tables have many-to-many relationships. That is,
one source paper from the SOURCE table may cite multiple papers in the CITATION table. While
one record in the CITATION table may be cited by more than one source paper in the SOURCE
table. The example shows that both source papers with Paper_ID 1068 and 1124 cite the same
paper entitled ‘‘A simple blueprint for automatic Boolean query processing’’ written by Salton. On
the other hand, the source paper 1068 cites papers by Salton and by Harter at the same time.
For experimental purpose, we have set up a test Web Citation Database by downloading the

publications from 1987 to 1997 in information retrieval (IR) field of Social Science Citation Index
from the Institute for Scientific Information (ISI, 2000) Web site, which includes all the journals
on Library and Information Science. A total of 1466 IR related papers were selected from 367
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journals with 44,836 citations. The two tables, SOURCE and CITATION, were created based on
these IR papers.

Fig. 1. Database structure of the Web Citation Database.

Fig. 2. Example of records stored in the SOURCE and CITATION tables.
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5. Author co-citation mining process

Fig. 3 shows the data mining process for ACA. The author co-citation pairs are first created
from the Web Citation Database. The co-citation frequency and the co-citation link strength of
each author pair are calculated. The author pairs with the co-citation link strength below a certain
threshold are filtered out and the rest will form the raw co-citation matrix. The raw co-citation
matrix is then converted into the correlation matrix by substituting the author co-citation fre-
quency with Pearson’s correlation coefficient. The AHC algorithm is applied to the correlation
matrix to generate the author clusters. MDS is modified to display author cluster maps. The
author cluster information is incorporated into the PubSearch retrieval system for author retrieval
based on user queries.

5.1. Create author co-citation pairs

The input to this step is the CITATION table in the Web Citation Database. One of the
attributes of the CITATION table is ‘‘source_ID’’, which specifies the source paper of the current
record. The records with the same ‘‘source_ID’’ are citations from the same source paper.
Therefore, the author co-citation pairs can be created by grouping two distinct authors together
with the same ‘‘source_ID’’. The count of co-citation of each author pair is calculated as the
co-citation frequency.

Fig. 3. Author co-citation mining process.

496 Y. He, S. Cheung Hui / Information Processing and Management 38 (2002) 491–508



5.2. Create raw co-citation matrix

After the creation of author co-citation pairs, the co-citation link strength (Garfield, 1980) is
calculated using the following formula:

Link Strength ðABÞ ¼ X=ðY � X Þ;

where X is the number of co-citations of author A and author B, Y is the sum of the total number
of citations of A and the total number of citations of B. This formula normalizes the co-citation
link strength by taking into the account of the total number of citations for both A and B.
A threshold is set to filter out the author pairs with insignificant co-occurrences. Author pairs

with co-citation link strength exceeding the threshold value are retained. The raw co-citation
matrix is then formed by taking the list of authors as the entries for both row and column. The
value of each cell in the matrix is the co-citation frequency count of the authors in the corre-
sponding row and column. Such matrix is symmetric, as the lower triangular-matrix is identical to
the upper triangular-matrix.
For each diagonal cell of the matrix, White and Griffith (1981) select the value based on the

highest off-diagonal co-citation counts for each author. Chen and Carr (1999a) put the mean co-
citation counts for the same author in the diagonal cell. As the diagonal cells store the self-citation
counts, it does not contribute to the author clustering process. Here, the diagonal cell values are
treated as zeros.
The value of the link strength threshold affects the final results of the author clustering process

as the greater the frequency of a given pair, the greater the likelihood that the two authors belong
to the same research area. Therefore, the scope of the research area can be adjusted by increasing
or decreasing the threshold. Generally, the higher the threshold, the narrower the scope. Here, we
have set the link strength threshold to be 0.45 as determined experimentally.

5.3. Convert into correlation matrix

The correlation is defined as a measure of similarity. The higher the positive correlation, the
more similar two authors are from the perceptions of citers. Pearson’s correlation coefficient is
used to measure the similarity between author pairs (White & McCain, 1998). The formula used
to calculate Pearson’s correlation coefficient r is given as follows (Johnson, 1988):

r ¼ N
P

XYð Þ �
P

Xð Þ
P

Yð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N

P
X 2ð Þ �

P
Xð Þ2

h i
N

P
Y 2ð Þ �

P
Yð Þ2

h ir ;

where X and Y are two input vectors and N is the dimension of the input vector. For example, if a
raw co-citation matrix of 40 authors is generated, for an author co-citation pair A and B, each
element of input vector X will be the co-citation count of author A with all other authors, each
element of input vector Y will be the co-citation count of author B with all other authors, and N
will be 39 as we do not take the self-citation count into consideration. Pearson’s correlation
coefficient r measures the strength of linear correlation. It is always between )1 and +1 inclusive.
)1 means perfect negative linear correlation and +1 means perfect positive linear correlation.
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5.4. Generate author clusters

The correlation matrix stores the inter-author proximity values. It serves as the input to the
AHC algorithm (Kurita, 1991) to derive the author clusters. Fig. 4 shows the AHC process. It is
essential to determine the number of clusters for hierarchical clustering. The clustering method
begins by considering each author to be a cluster. At each stage of the analysis, the algorithm
combines two clusters until, at the end, all of the authors are in a single cluster. The similarity
measurement threshold needs to be defined such that at certain point, the algorithm will quit from
the cluster merge process and return the clusters at that stage.
As the hierarchical clustering approach used is agglomerative, it is obvious that the first two

clusters merged are the ones that show the greatest similarity. However, as the number of authors
per cluster increases by merging the existing clusters, the authors within each cluster are in-
creasingly dissimilar as the process goes on. In this step, we also need to consider the retrieval

Fig. 4. The AHC algorithm to generate author clusters.
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efficiency, and each resulting cluster obtained should contain a reasonable number of authors. In
our work, the similarity measurement threshold is determined experimentally to get the best
performance as will be discussed in Section 6.

5.5. Display author cluster map

After the clusters are generated, it is necessary to present the author cluster information in a
graphical manner to make it more effective and intuitive. To achieve this, we propose a method to
generate the author cluster map. It uses the MDS algorithm (Green et al., 1989) to map authors in
the correlation matrix into two-dimensional space with each point representing an author. The

Fig. 5. The modified MDS algorithm to generate author cluster maps.
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modified MDS algorithm is given in Fig. 5. The output of the modified MDS algorithm is the XY -
coordinates of each author. Then, based on the author cluster information and XY -coordinates of
all the authors, a two-dimensional map is generated as shown in Fig. 6. Authors from various
clusters are differentiated using points with different shapes and colors. Each cluster represents a
research area. Authors within the same cluster are the experts or researchers of the same research
area.

5.6. Author retrieval

The author retrieval process retrieves publications information published by an author, using
author cluster information and cluster map. The user’s query input will be the author name, either
full name or partial name. The system will then display the map of the author cluster that the
input author belongs to. For example, if the user’s query is ‘‘Belkin’’, Fig. 7 shows the map of the
cluster that contains the author ‘‘Belkin’’. Each point represents an author. The distance between
each other roughly corresponds to the similarity among them. By clicking any author names, the
list of papers written by that author are displayed as shown in Fig. 8. All paper titles are un-
derlined to indicate the availability of the URL links for full-text access of the publications. Users
are also allowed to view the author cluster map by clicking the button ‘‘Click here for overall
author cluster map’’ in Fig. 7. The author cluster map will then be displayed as shown in Fig. 6.

Fig. 6. Author cluster map.
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Fig. 7. Author cluster map for the search query on ‘‘Belkin’’.

Fig. 8. List of papers by ‘‘Belkin’’.
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Besides author IR, the author cluster maps can also be used in monitoring the change of the
research focus of a particular author as well as the newly emerged research areas throughout
the years. This can be shown as follows. The forty most highly cited authors from the Web
Citation Database in IR field from 1987 to 1997 are used as author samples. Users are allowed to
enter the range of the publication year such that author cluster maps are generated in different
time frames. For example, the 10-year period can be divided into two time frames, 1987–1991 and
1992–1997. The records with the publication date falling within these two time frames are ana-
lyzed separately and two author cluster maps can then be formed as shown in Figs. 9 and 10,
respectively.
For illustration purposes, the boundaries of every author cluster are manually drawn and the

description for each research area is given based on the common research topics of every author
within a cluster. Authors from different research areas, such as the general IR theory, IR tech-
niques, IR model, user information seeking and retrieving behavior, are displayed. The area of
computerized IR system and mathematical model during the period of 1987–1991 is more or
less similar to the area of IR system design and evaluation during the period of 1992–1997. The
newly emerged research fields include user perspectives of IR and IR theory research. Some au-
thors’ research interests have changed over these two periods. For example, Belkin shared the
same research interest with Van Rijsbergen, Croft and Sparck Jone during the period of 1987–
1991. But his research focus subsequently shifted to user information seeking and retrieving
behavior.

Fig. 9. Author cluster map (1987–1991).
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6. Performance analysis

To evaluate the performance of the author clustering algorithm, the entropy measure that uses
labels as defined in (Boley, 1998) is applied. Each author is manually given a label according to the
research area the author belongs to. The labels are used to measure the entropy of the resulting
cluster as a measure of quality. The entropy of a given cluster C is defined by the following
formula:

eC ¼ �
X
i

cði;CÞP
i cði;CÞ

� �
log

cði;CÞP
i cði;CÞ

� �
;

where cði;CÞ is the number of times label i occurs in cluster C. The entropy for a cluster is zero if
the labels of all the authors are the same, that is, all authors are in the same research area.
Otherwise, it is positive. The total entropy is the weighted average of the individual cluster’s
entropies:

etotal ¼
1

M

X
C

ðeC � NCÞ;

where M is the total number of clusters and NC is the number of authors in cluster C. Therefore,
the lower the entropy, the better the quality of the author clustering algorithm.

Fig. 10. Author cluster map (1992–1997).
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In the proposed author clustering process, two factors can affect the final clustering results. One
is the co-citation link strength threshold. As recalled from the previous sections, only author pairs
with the link strength greater than the pre-defined threshold are used to form the correlation
matrix. Other author pairs are discarded from the measurement. Experiments need to be con-
ducted in order to get the optimal co-citation link strength threshold. Another factor that can
affect the cluster results is the method used to calculate the similarity between clusters. Four
different methods are implemented to compare the performance. They are the single link, com-
plete link, average link and Ward’s method.

6.1. Experiment

The whole Web Citation Database consists of papers on IR studies published from 1987 to
1997. For illustration purpose, we have chosen 40 most highly cited authors as the input data to
the experiment. These authors have been classified into six different research areas (Ding, 1998)
using the SPSS tool with manual processing. Table 1 shows the results of the classification.

6.2. Co-citation link strength threshold

In this section, experiments were conducted to show how the co-citation link strength affects the
final clustering result. Table 2 gives an illustration on how to calculate the entropy values using
complete link method with co-citation link strength set to 0.3. The clusters would stop merging
when the similarity value was below the similarity measurement threshold of 0.5. The entropy (eC)
for each cluster was also calculated.
By varying the co-citation link strength threshold, different clustering results are obtained. Fig.

11 shows a comparison of the entropy values obtained by varying the co-citation link strength
threshold from 0.1 to 0.7 for the four similarity measurement methods, namely the single link,
complete link, average link and Ward’s method. In the figure, the similarity measurement
threshold is set to 0.5. It can be seen that the co-citation link strength threshold ranging between

Table 1

The categorized author cluster results

Research area Author names

General IR theory Salton G

Computerised IR system &

mathematical model

Croft WB, Jones KS, Robertson SE, van Rijsbergen CJ

IR model Bookstein A, Cooper WS, Fox EA, Harman D, Losee RM, Wong SKM

Psychology Anderson JR, Baddeley AD, Brainerd CJ, Craik FIM, Hintzman DL, Humphreys

MS, Jacoby LL, Murdock BB, Ratcliff R, Roediger HL, Schacter DL, Squire LR,

Tulving E

IR theory & techniques

(less mathematical &

computerized)

Blair DC, Cleverdon CW, Dervin B, Ellis D, Harter SP, Ingwersen P, Lancaster

FW, Marchionini G, Markey K, Meadow CT, Swanson DR

User searching behavior Bates MJ, Belkin NJ, Borgman CL, Fidel R, Saracevic T
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0.4 and 0.55 gives better clustering results. Similar results have also been obtained by setting other
values for the similarity measurement threshold.

6.3. Comparison of different similarity measure methods

For the AHC algorithm, the similarity measurement threshold is used to determine when to
stop merging the existing clusters. Experiments were also conducted in order to find the optimum
threshold. Fig. 12 shows the comparison of the four similarity measurement methods with the co-
citation link strength threshold varying between 0.4 and 0.55. The best performance is obtained
using the complete link method with entropy value of 0.8562 when the co-citation link strength
threshold is set to 0.45 and the similarity measurement threshold is set to 0.5. The complete link
method produces tightly bound or compact clusters (Baeza-Yates, 1992). The single link method,
in contrast, suffers from a chaining effect (Everitt, 1986) and produces poor performance. It has a
tendency to produce clusters that are straggly or elongated. The average link method is very ef-
ficient when the objects form natural distinct ‘‘clumps’’ and it performs equally well with elon-
gated, ‘‘chain’’ type clusters. Ward’s method is different from the above three methods because it

Table 2

Statistics of entropy for each cluster with co-citation link strength¼ 0.3
Research area Clusters

1 2 3 4

General IR theory 0 0 1 0

Computerised IR system & mathematical model 1 3 0 0

IR model 0 0 6 0

Psychology 9 1 0 3

IR theory & techniques (less mathematical & computerized) 0 1 1 9

User searching behavior 0 0 0 5

Entropy (eC) 0.2611 0.2741 0.0947 0.2183

Total entropy (etotal) 2.1126 2.1126 2.1126 2.1126

Fig. 11. Entropy values by varying the co-citation link strength thresholds.
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uses an analysis of variance approach to evaluate the distances between clusters. In general, this
method is quite efficient, however, it tends to create clusters in small size.

7. Conclusion

The World Wide Web has become an important medium for disseminating scientific publica-
tions. Web Citation Database is a data warehouse used for storing citation indices of Web
publications. ACA can be used to identify authors from the same or similar research fields. In this
paper, we have proposed a mining process for ACA from the Web Citation Database. The
clustering results and author cluster map have been incorporated into the PubSearch system to
support author retrieval of Web publications. The mining process automates the ACA process,
which traditionally relies on statistical tools to do the analysis and requires human interpretation.
As the Web Citation Database also contains other useful information, we are currently investi-
gating other mining techniques for document clustering (Carpenter, Grossberg, & Rosen, 1991;
Kohonen, 1995) and co-word analysis (Callon, Courtial, & Laville, 1991) to support publication
retrieval. In addition, other mining tasks, such as identifying experts of a particular research area,

Fig. 12. Performance measure of entropy using different clustering methods.
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predicting the research trends, categorizing journals and locating the leading journals, can also be
performed on the Web Citation Database.
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