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Previous studies have applied various methodologies to analyze patent data for technology management,
given the advances in data analysis techniques available. In particular, efforts have recently been made to
use text-mining (i.e. extracting keywords from patent documents) for patent analysis purposes. The
results of these studies may be affected by the keywords selected from the relevant documents – but,
despite its importance, the existing literature has seldom explored strategies for selecting and processing
keywords from patent documents.

The purpose of this research is to fill this research gap by focusing on keyword strategies for applying
text-mining to patent data. Specifically, four factors are addressed; (1) which element of the patent doc-
uments to adopt for keyword selection, (2) what keyword selection methods to use, (3) how many key-
words to select, and (4) how to transform the keyword selection results into an analyzable data format.
An experiment based on an orthogonal array of the four factors was designed in order to identify the best
strategy, in which the four factors were evaluated and compared through k-means clustering and entropy
values. The research findings are expected to offer useful guidelines for how to select and process key-
words for patent analysis, and so further increase the reliability and validity of research using text-min-
ing for patent analysis.

� 2015 Elsevier Ltd. All rights reserved.
1. Introduction

Patent documents include bibliographical information such as
application date, filing date, assignees and inventors, as well as
descriptions of the novelty of the invention and its application
areas as covered by the corresponding patent (Yoon & Park,
2004). They have widely regarded as an important source for eval-
uating technological strength and weakness and/or corporate R&D
efforts and performance (Li, Wang, & Hong, 2009), and the biblio-
graphic information in patent documents have been widely used
for technology analysis and management – e.g. identifying technol-
ogy trends, predicting emerging technologies (Basberg, 1987), and
assessing technological capabilities at individual, firm, sector and
national levels (Ernst, 2003).

Technological information extracted from patent data – the
descriptive element of patent documents – has also recently been
utilized in various advanced data analysis techniques and in devel-
oping text-mining tools (Cabena, Hadjinian, Stadler, Verhees, &
Zanasi, 1998; Murphy et al., 2014; Trippe, 2003): in particular,
the automatic extraction of major keywords from patent docu-
ments has been applied in technology management contexts
(Dou, Leveillé, Manullang, & Dou, 2005). Whereas some research-
ers are still skeptical about the effectiveness of patent analysis
based on this keyword-based approach (Krier & Zacca, 2002), oth-
ers have emphasized its value and potential. For example, Fattori,
Pedrazzi, and Turra’s study proved that patent classification using
text-mining could be effective, and could also overcome the limita-
tions of conventional patent classifications (Fattori, Pedrazzi, &
Turra, 2003): other researchers have used text-mining to conduct
patent analyses, and shown that the approach is valuable for creat-
ing new technology and identifying technology opportunities.

In keyword-based studies, researchers have commonly tried to
achieve their study goals through analyses using sets of keywords
extracted from patent documents (Yoon, Lee, & Lee, 2010). Analysis
results will thus depend on the keyword set that is selected – if it
does not represent the characteristics of the entire document well,
the reliability and accuracy of the subsequent analysis may be
affected, which in turn will make it difficult to draw reliable
insights from the results. Thus selecting and processing keywords
that represents the patent’s key technological concepts accurately
is critical but challenging in patent analysis as modeling biblio-
graphic data is significant but challenging in bibliometric analysis
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(Ferrara & Salini, 2012). The importance of keyword selection and
processing has been recognized not only in the field of patent anal-
ysis research, but also in text-mining application (Cheong, Chiu,
Shu, Stone, & McAdams, 2011; Clifton, Cooley, & Rennie, 2004; Li
et al., 2009) – but despite its importance, few previous studies have
dealt with the factors that affect effective keyword selection and
processing for patent analysis. Most have assumed that the key-
words used in their studies have been extracted well, and have
not examined the keyword selection processes carefully: so a sys-
tematic investigation of keyword selection and processing strategy
for patent analysis is badly needed.

This research, therefore, focuses on the keyword selection and
processing strategy for applying text-mining to patent analysis,
and proposes some relevant guidelines. The strategies commonly
used in the existing literature are reviewed and a method devel-
oped to evaluate their performance. Based on this, the performance
is evaluated and the best suggested. The research findings are
expected to help in the effective strategic use of keywords for pat-
ent analysis and thus further increase the reliability and validity of
future research applying text-mining to this end.

The overall structure of this paper is as follows. Section 2
describes the basic trends of text-mining based patent analysis,
and Section 3 discusses four significant factors regarding keyword
selection and processing strategies for patent analysis. Section 4
explains the overall research framework and the detailed research
methods, and the research results are described in Section 5.
Finally, Sections 6 and 7 present the implications and limitations
of our research, together with some concluding remarks.
2. Text-mining based patent analysis

Text-mining and its applications have received a lot of attention
as a method to acquire useful information from unstructured cor-
pora. Text-mining applications can be utilized in various domains;
i.e. not only to help novel thinking (Gentner & Markman, 1997;
Segers & De Vries, 2003), but also to create artificial intelligence
(Falkenhainer, Forbus, & Gentner, 1986; Salton & Waldstein,
1978). In addition, as more reliable tools are being developed for
text analysis, it has become possible to capture useful text infor-
mation for an analysis that was unavailable within conventional
approaches (Fujii, Iwayama, & Kando, 2007; Mukherjea, Bamba, &
Kankar, 2005; Trippe, 2003). Especially in recent days, text-mining
approach is utilized actively in technology management fields. A
specific application includes text-mining based patent analysis,
where patents are analyzed to investigate technology characteris-
tics. Patent documents are considered as a valuable database for
understanding technology trends and establishing innovation
strategy because of the four reasons. First, patent documents are
fully opened to the public, being accumulated for each year and
each technological field. They contain information about almost
all relevant technological fields, and (although there are a few
exceptions) the great majority of novel inventions are patented.
Hence, if text-mining tools can extract technological contents
effectively, patent databases can provide a valuable source for in-
depth technology analysis. Thus we can use patent documents to
investigate technological trends, assess technological capabilities,
and analyze the commercial value of technologies (Choi &
Hwang, 2014). Secondly, patent databases are easily accessible –
the advancement of IT and patent database systems has made it
easier to obtain patent documents by downloading them through
the internet (Schwander, 2000). Thirdly, the descriptive parts of
patent documents are written in natural language, but in the same
formats with consistent headings. Patent data are semi-structured,
rather than unstructured, and technological contents are relatively
easy to extract using text-mining tools (Kang, Na, Kim, & Lee,
2007). Finally, patent database can be a way to resolve a chronic
limitation of the text-mining approach. The limitation of key-
word-based approaches is that keywords can have various mean-
ings, so keyword-based analysis results may misrepresent facts.
However, most of terms used in patent documents are technical
in nature, making it more likely that keywords have only single
meanings, so the problems associated with text-mining
approaches are expected to be relatively less severe in patent data
than other applications (Lee, Yoon, & Park, 2009). Cheong et al.
(2011) argued that engineering (or technological) keywords are
not always useful for representing documents’ contents but this
is not true for patent documents (Kang et al., 2007). That is, engi-
neering (or technological) terms can be used as representative key-
words of patent documents because of the unique characteristics
of patents, as was mentioned above. In addition, a number of stud-
ies showed that a text-mining based patent analysis with WordNet
or latent semantic analysis enables to construct word ontologies
systematically by identifying synonyms or hypernyms–hyponyms
of a set of keywords (Fu, Cagan, Kotovsky, & Wood, 2013; Fu,
Chan, Cagan, Kotovsky, Schunn, & Wood, 2013; Mukherjea et al.,
2005; Murphy et al., 2014; Verhaegen, D’hondt, Vandevenne,
Dewulf, & Duflou, 2011). These four characteristics of the patent
database make text-mining – whose main merits are comprehen-
siveness, standardization and general applicability – has become
more widely utilized for patent analyses.

Previous studies applying text-mining to patents can be divided
into three categories. First, there are patent-map related studies,
which have suggested methods to map the technological charac-
teristics of patent documents visually, so as to identify new tech-
nology opportunities (Kim, Suh, & Park, 2008; Kim et al., 2014; Li
et al., 2009; Son, Suh, Jeon, & Park, 2012; Tseng, 2005) or even
management opportunities such as M&A (Park, Yoon, & Kim,
2013). Other studies have addressed the relationships between
patents by conducting network analyses based on keywords
(Yoon & Park, 2004). Text-mining has been combined with other
analysis methods – such as conjoint analysis and data envelop-
ment analysis – to obtain more meaningful findings for analyzing
technology trends and identifying new technologies (Daim,
Rueda, Martin, & Gerdsri, 2006; Lee, Lee, & Yoon, 2011; Seol, Lee,
& Kim, 2011; Yoon & Park, 2007). A second research stream has
emphasized text-mining methods’ ability to reduce the huge
amounts of resources and efforts necessary for the technology clas-
sification of patent documents, not simply advancing patent classi-
fication techniques, but also proposing automatic classification
systems for patent documents (Chakrabarti, Dom, Agrawal, &
Raghavan, 1998; Fall, Törcsvári, Benzineb, & Karetka, 2003;
Lamirel, Al Shehabi, Hoffmann, & François, 2003; Lee et al., 2009;
Liang, Tan, & Ma, 2008; Trappey, Trappey, Hsu, & Hsiao, 2009;
Tseng, Lin, & Lin, 2007), whose effectiveness has already been ver-
ified by many research institutes. Finally, there are a set of previous
studies concerning how to extract meaningful keywords when a
text-mining approach is applied to patent documents. These stud-
ies are again grouped into two types. Most of them have focused on
meaningful keywords extraction as tools to solve a certain prob-
lem. For example, researchers tried to solve a TRIZ problem by con-
structing meaningful keyword ontology (Liang et al., 2008; Souili &
Cavallucci, 2013; Souili, Cavallucci, Rousselot, & Zanni, 2011). On
the other hand, a few others, though not many, have concentrated
on the type of text-mining approaches that are appropriate for pat-
ent analysis. For example, researchers tried to compare several
keyword selection criteria including keyword frequencies in docu-
ments, variances of keyword frequencies across documents, and
TF–IDF values (Lee et al., 2009; Li et al., 2009), while others have
sought to identify the most appropriate parts of patent documents
from which to extract keywords, such as titles, abstracts, claims
and descriptions (Xie & Miyazaki, 2013).
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In spite of the value of these existing studies, most of them
focus only on analysis methods and the results of using keywords,
on the assumption that the keywords themselves were selected
well enough to represent the contents of patent documents. The
second type of the third research stream has been conducted to
address this issue, but most such studies still have some limita-
tions. First, they tend not to consider the diversity of possible key-
word selection strategies, which may vary depending on such
factors as which methods are used, how many keywords are
extracted and from what part of the patent documentation. There
may also be interactions between the factors that should be taken
into account in selecting the best strategy. Second, previous studies
have seldom examined the process of developing a keyword vector
by transforming a keyword set into an analyzable form. Hence, in
developing keyword vectors, careful consideration must be given
to how the vectors are standardized for an analysis.
3. Criteria of keyword selection and processing strategy for text
mining based patent analysis

This paper proposes an effective keyword strategy for text-min-
ing based patent analyses through an evaluation and verification of
the keyword selection and processing methods that are most often
used in existing studies. For this purpose, the following four factors
are addressed: the most appropriate elements of the patent docu-
mentation for keyword extraction; keyword selection methods, the
number of keywords to be selected; and standardization methods
for constructing keyword vectors. Fig. 1 shows the overall process
of applying text-mining to patent analysis and the factors that can
affect the process.

The text-mining approach is used for transforming unstruc-
tured patent data into structured data form. In this step, research-
ers need to decide which elements of the patent documents they
intend to extract keywords from, because they consist of multiple
parts, each of which has distinguishing features according to its
purpose, and so is likely to yield a different set of keywords. Once
this decision has been made, a keyword selection method should
be determined, because the criteria for selecting keywords vary.
The number of keywords to be selected is also a significant factor
– a large number of keywords can be very ‘noisy’, while too few
may be insufficient to represent the overall patent documents.
Once the keywords have been selected, they are used to construct
a term-vector for each document, which is a list of the document’s
keywords and their occurrences in that document. Here, how to
define and measure components in the term-vector needs to be
considered: that is, the data need to be standardized to make the
structured result consistent and clear. This factor is worth atten-
tion, as the results of analyses using the term-vector can be signif-
icantly affected by the standardization methods adopted.
Fig. 1. General process of keyword-based
3.1. Elements of patent documentation for keyword extraction

Patent documents are divided into multiple elements, including
title, abstract, claims, and description, and because their purposes
differ, their sentence structures and vocabulary also differ from
each other. First, the title and abstract use distinctive and signifi-
cantly differentiated words to express the relevant technologies
properly, but are short and lack specific details about them. On
the other hand, the claims are fuller, and describe the associated
technical features explicitly so as to provide full legal protection,
which is vital for patents. But, although they are simple and clear,
claims are usually written in legal terms, so keywords extracted
from these elements may be abstract and lack detailed description
of the appearance of the inventions to be patented and the actual
functioning of their technologies. Finally, the description contains
specific details about the inventions, including the background,
summary, and brief description of the inventions, and details of
their intended purposes and usages. So descriptions have a lot
more content than the other patent document elements, and
describe the ideas, methods and processes of the technologies. This
can give advantages and disadvantages – while keywords
extracted from patent descriptions may include accurate terms to
describe technological characteristics of the patent, such terms
can also be problematically ‘noisy’.

Among these patent documentation elements, most previous
studies have extracted keywords from the titles or abstracts (Xie
& Miyazaki, 2013). This paper also considers two other sections–
the claims and descriptions– and compares their suitability for
keyword extraction for patent analysis in innovation studies. Here,
it should be noted that the full-text is not considered in this
research. Most previous studies on text-mining applications to pat-
ents data have adopted only a part of patent documents for key-
word extraction possibility because of the following reasons.
First, more consistent keywords are expected to be extracted when
only a limited part of patent documents are used as different parts
of patent documents have different sentence structures and vocab-
ulary. Second, more effective analysis is feasible with a limited part
of patent documents as it generally requires a great effort to pre-
processing and analyzing the full-text.
3.2. Keyword selection methods

The criteria for selecting keywords from a document may also
vary. For example, the words appearing most frequently in partic-
ular documents can be regarded as critical, or words that match
well with the main document themes are often assumed to be
important. In general, while words that appear frequently in patent
documents are likely to be representative keywords, those appear-
ing too frequently in such documents are also likely to be general
patent analysis and its four factors.
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words that are common in all documents, rather than representa-
tive words which allow specific patents to be identified.

In existing studies, four major methods – frequency, TF–IDF,
variance, and weight-based methods – have been utilized to deter-
mine the characteristics of patent documents. Frequency-based
keyword extraction targets keywords that appear most frequently
in a document (Yoon & Park, 2004), which are selected as keywords
because they are emphasized in the document, and are also likely
to be highly correlated with other significant terms: indeed, many
studies have targeted keywords with a high frequency of appear-
ance (Rokaya, Atlam, Fuketa, Dorji, & Aoe, 2008). In the TF–IDF-
based method (the acronym stands for Term Frequency–Inverse
Document Frequency), weight values are calculated with multiply-
ing Term Frequency (TF) and Inverse Document Frequency (IDF).
TF means the total number of times a word appears in the docu-
ments. IDF means an inverse number that the frequency of the
word in the corpus. Thus TF–IDF method can describe important
keywords which are closely related to representative technology
while avoiding general term in the corpus (Usui, Palmes, Nagata,
Taniguchi, & Ueda, 2007). The variance-based method selects and
uses keywords appearing in documents above a certain level, based
on a calculation of the variations in the number of appearances. For
instance, Lee et al. (2009) attempted to find new technological
areas through a keyword-based patent map approach, and con-
ducted variance and frequency comparison analyses, assuming
that extracted keywords with higher variance showed the patent’s
technical characteristics well. A high variance indicates that a key-
word has a high frequency of appearance in specific documents
and a low frequency of appearance in other documents, which
means it identifies the technical features of a patent document
more specifically. Finally, the weight-based method has the valu-
able advantage that selecting keywords via a weighting calculation
can represent overall documents without considering their total
lengths – as opposed to the frequency-based approach, which is
unsuitable for comparing documents of different lengths. Tseng
et al. (2007) aimed at developing automated patent classification
and analysis methods by applying text-mining to patent docu-
ments, and trying to enhance the efficiency of this process. In par-
ticular, the authors extracted keywords by imposing a weight
which is based on not only the number of words appearing, but
also the word relationships between headings and bodies of the
patent document. In addition, Edmundson’s study and Slaton and
Buckley’s study on keyword extraction proposed an automatic
extraction technique by combining basic methods in which key-
words were selected by adding the word appearance frequency
to the weight (Edmundson, 1969; Salton & Buckley, 1988). Of these
four types of methods, this study focuses on frequency, variance,
and TF–IDF, which have been used frequently in related research.

3.3. The number of keywords extracted

Text-mining based patent analyses use a quantitative approach,
rather than using experts to select keywords, or dictionaries of
technical terms, and thus may have more ‘noisy’ terms. Neverthe-
less, text-mining based approaches are fast and easy to use, so they
can reduce the time and cost resources needed to extract key-
words. From this viewpoint, the number of keywords selected is
a critical factor in text-mining based patent analyses: if too many
are selected, it is likely that too many general words will be
included as well as the important ones; if too few, it is likely that
keywords that appear only in specific documents get extracted,
making it difficult to show the overall documents’ characteristics
effectively. The number of keywords used in the existing research
generally falls between 30 and 100 items (Li et al., 2009; Tseng,
2005) – but it is hard to find such studies which focus on this fac-
tor. For example, Lee, Lee, Seoul, and Park (2008) identified 242,
259 and 563 keywords from 257, 552 and 762 patents respectively
but used only 29 meaningful ones for further analysis to develop a
keyword-based technology roadmap. A similar number was used
in the work by Lee et al. (2009), where 39 keywords were selected
from 141 PDA-related patents and were used to develop a key-
word-based patent map. Whereas, less than 30 keywords have also
been adopted for analysis. Seol et al. (2011) applied text mining to
extract keywords that represent the attributes of products from
patent documents and then selected only 10 keywords to measure
the technological strength by products. Therefore, we first explore
what range of the number is suitable for keyword-based patent
analysis: for this purpose, this research identified 0 to 150 key-
words as an explorable range.
3.4. Term vector standardization methods

A term vector is an algebraic expression that describes the rela-
tionship between text words and documents, and is commonly
used as a dataset for text-mining based analysis. In this method,
each dimension of the vector corresponds to an individual term,
which can be a single word or keyword or sometimes a longer
phrase. If a specific document includes a specific term, the vector
value of that term should be more than 0.

In using term vectors, which are based on the keywords
selected for text-mining analysis, it is imperative to consider how
they should be standardized. Many researchers have paid attention
to automatic patent classification by applying an SVM (support
vector machine), NB (Naïve Bayes), or k-NN (k-Nearest Neighbor)
algorithm (or other clustering methods) to term vectors (Cong &
Tong, 2008; Loh, He, & Shen, 2006), and have commonly con-
ducted, standardization on the use of datasets as a preprocessing
process before implementing these methods. A term frequency
may be high possibly because of the two reasons: firstly, keywords
can appear frequently in a document being analyzed on account of
its importance; and secondly, the document may be long enough to
allow for such high frequency. The standardization process
attempts to retain the former reason, but eliminate the latter. Stan-
dardization affects the results of cluster analyses, but previous
studies have been subject to the limitation of rarely taking into
account the fact that standardization methods may affect analysis
performance (Milligan & Cooper, 1988). Similarly, as a number of
patent analyses applying text-mining use a term vector for second-
ary analysis, standardization strategies needs to be investigated in
full.

The method described in this paper, which examines the repre-
sentativeness of a keyword set using k-means clustering, applies
three commonly used standardization methods for document anal-
ysis. The first method carries out no standardization of the vari-
ables; the second standardizes them by processing them into a
range of 0–1; the third uses a Boolean expression to identify
whether a corresponding word appears in a specific document or
not.
4. Research method

4.1. Overall research process

The four factors noted above can all affect the results of key-
word-based patent analysis, so a strategy that addresses them in
combination when selecting and processing a keyword set from
patent documents is required. To address this need, this research
adopts three methods – orthogonal array, k-means clustering,
and entropy value – as its main research methods in its aim to
build some ‘best guidelines’ for keyword-based patent analysis.
Fig. 2 represents the overall research framework.



Table 1
Alternative energy production USPC codes.

Classes USPC code

Class 1 Gasification (48/197R)
Class 2 Genetically Engineered organism (435/252.3)
Class 3 Solar cell (438/57)
Class 4 For passive space heating (52/173.3)
Class 5 Wind (290/44)
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First, a total of 500 patent documents from five USPC (US Patent
Classification) classes were collected. Using these patent docu-
ments as a raw data set, basic keywords were extracted by TextAn-
alyst2.1 and various keyword vectors derived by applying keyword
selection and processing strategies. Next, as an exploratory study,
the keywords sets extracted by different keyword selection strate-
gies were compared to see whether they produced different key-
word sets or not: if so, the urgent need for this research would
be illustrated.

After that, an orthogonal array was applied to design experi-
ments, each of which represents a combination of the four key-
word-based patent analysis factors. In each experiment, k-means
clustering and entropy value were used to calculate the perfor-
mance of the particular keyword selection strategy. The results of
k-means clustering would be acceptable if term vectors developed
under the strategies were good enough to cluster patent docu-
ments from the same USPC class. If clustering analysis based on
their term vectors grouped all patents in the same USPC class pre-
cisely together in five clusters, the entropy value would be zero: on
the other hand, if the analysis scattered patents from the same
USPC classes across different clusters, the value should be closer
to 1, indicating a high degree of disorder. Finally, ANOVA (Analysis
of Variance) was conducted to investigate the effects of the four
factors noted above, the result of which indicated the most effec-
tive keyword selection and processing strategy as a guideline for
text-mining based patent analysis.
4.2. Detailed procedures

4.2.1. Patent data collections
The data used for this research are patent documents from five

USPCs. As this classification system uses experts to classify patent
documents according to their contents, patent documents in the
same class can be expected to have similar keywords, which will
differ from those in documents from other classes. The technical
areas to be studied for this research, and the classes belonging to
related technical areas, were therefore assigned, and the corre-
sponding patent documents were collected.

Alternative energy-related technology areas were adopted as
the focus of this research: five relevant USPC classes were selected
as shown in Table 1 and 100 patent documents for each class were
randomly selected, giving an overall total of 500 documents. The
alternative energy field has recently been expected to undergo
high technological growth, and its related technology development
is very active; so technology trend analyses using patent data in
this particular area are being actively conducted. In addition, as
Fig. 2. Overall research framework.
this area has a different knowledge background and method
approach from other technology groups, but is common in terms
of the energy-related technologies involved, it is characterized as
satisfying both generality and specificity for keywords extracted
through a text-mining approach.
4.2.2. Keyword extraction and exploratory analysis
TextAnalyst 2.1 was used to extract keywords from the text

documents. The program operates with a neural network and a
semantic analysis. Because semantic analysis cannot be conducted
as a self-learning process, a neural network is automatically built
for the imported texts, and then a semantic structure is created
based on that network. After TextAnalyst 2.1 extracted the key-
words, an exploratory similarity analysis was conducted to see
how many of the same keywords were extracted by different
approaches. If the similarity varies depending on the number of
selected keywords, it will not only prove the necessity of the cur-
rent research, but it will also offer suggestions as to an appropriate
level of the number of keywords. If c1 is the keyword set for the
comparison group 1, c2 the keyword set for comparison group 2,
and N is the number of keywords, the similarity index can be
defined by:

Similarity index ¼ nðc1 \ c2Þ
N

� 100ðN ¼ nðc1Þ ¼ nðc2ÞÞ ð1Þ

Since the similarity index used for this research is the percent-
age of the keywords that are common to both groups 1 and 2, and if
all keywords extracted from comparative groups are identical, the
index value would be 100: the fewer keywords are in common
between the two groups, the closer the index is to 0. Therefore,
using the similarity index, we can easily compare the share of key-
words different approaches (e.g. using different parts of patent
information or using different keyword selection methods) pro-
duced in common with a same scale ranging from 0 to 100.
4.2.3. Experiment design
An orthogonal array is widely used for experimental design due

to its distinguishing advantages (Hedayat, Sloane, & Stufken, 1999;
Kuhfeld & Suen, 2005; Wang, Tang, & Zhang, 2011). Users can
design experiments systematically through the orthogonal array
with no statistical background. Also, they can place various factors
into an experiment without increasing the experiment’s size. In
this research, we adopted the orthogonal array to take these
advantages, especially the second one.

Interaction effects with more than three factors can be taken as
meaningless (or very small) and so can be assumed to be irrele-
vant. The purposes of this research can only be achieved by observ-
ing all secondary interaction effects for three residual factors, i.e.,
excluding factor D which is not directly connected to a patent,
but is introduced by term vector standardization methods. Thus
the observations of this research were limited the main effects of
the four factors previously mentioned, and their three secondary
interaction effects. So a total of seven effects were identified as
necessary to determine the outcomes effects of this research, as
shown in Table 2.



Table 2
Experimental case factors.

Factor Criterion

A Elements of paten documentation for keyword extraction
B Keyword selection methods
C The number of keywords extracted
D Term vector standardization methods
A⁄B Keyword selection methods under a specific element of patent
A⁄C Elements of the patent under a specific number of keywords

extracted
B⁄C Keyword selection methods under a specific number of keywords

extracted
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4.2.4. Evaluation of each case
To evaluate the performance of the keyword selection and pro-

cessing strategy in each experimental case, this study used k-
means clustering and measured the resulting entropy values. Clus-
tering analysis is one of the most widely used methods in various
types of research, and is often found in automatic patent classifica-
tion studies (Daim et al., 2006). If an extracted keyword can repre-
sent a patent’s overall documents, the quality of the clustering
result will be high. Entropy is a barometer, originating from infor-
mation theory, used to measure the homogeneity within clusters,
and acts as a classifier for a series of datasets, and calculating
and digitizing existing class variances for documents based on
the clustering results. If a cluster contains only one identical class
document, the entropy value will be 0. If the cluster contains sev-
eral classes of documents, the entropy value increases. If there are
N original document clusters for n documents, a clustering analysis
using the extracted keyword set produces M new clusters (as
shown in Fig. 3) and the entropy of each new cluster Cj can be
shown as:

eðCjÞ ¼
XN

i

�Xij

N
logN

Xij

N

� �
ði ¼ 1;2; . . . ;N; j ¼ 1;2; . . . ;MÞ ð2Þ

In addition, since the number of patent documents assigned to
each new cluster is not constant, it is necessary to calculate the
weight for each cluster using:

wðCjÞ ¼
1
n

XN

i

Xij ð3Þ

Thus, if the selected keyword set represents the whole of the patent
documentation well, the entropy value for whole patents as given
by:

e ¼
XM

j

wðCjÞeðCjÞ ð4Þ

will be close to 0; and the less that set represents the patent docu-
ments, the nearer the cluster’s entropy value will be to 1.
Fig. 3. Cluster matrix for entropy calculation.
Fig. 4 shows the process of assessing the performance of each
keyword selection and processing strategy.
5. Analysis results

5.1. Similarity analysis of keyword set

Of the four factors, three (excluding standardization) are closely
related to keyword selection strategy from patent documents.
Therefore, before investigating the performance of the derived key-
word set through clustering, this study needs to examine how
many of the same words from the keyword set are extracted under
those three factors. Homogeneity between keyword sets is mea-
sured based by the similarity index given in Eq. (1). This study cal-
culates similarity indexes for two observed cases: first how the
similarity values change depending on the elements of the patent
documentation involved and the total number of keywords
extracted by the different keyword selection methods, i.e. fre-
quency, variance and TF–IDF; and second, how they change
depending on the keyword selection method and the total number
of keywords extracted from different patent elements, i.e. abstract,
claims, and description.

Fig. 5 illustrates the first case, and shows that, while the similar-
ity between the selected keyword set in the abstracts and claims is
high, similarities between the abstracts and descriptions, and
between the claims and descriptions, are low. And the similarity
values tend to converge as the total numbers of keywords
increases from lower to higher numbers.

In the second case, Fig. 6 shows the similarities when different
keyword selection methods are used to select keyword sets for
each type of patent document. The figure shows that although
the claims element consists mainly of legal terms, the keywords
extracted by text-mining from the abstract and the claims might
be very similar: on the other hand, the words in the description
are somewhat different from those in other patent elements.

Table 3 shows the results of an ANOVA conducted to examine
whether there is any significant difference in the keyword set
obtained when using different keyword selection methods on the
same patent document elements. The analysis results show that
the similarity for the keyword set has a statistically significant dif-
ference between keyword selection methods when used on the
same patent document elements, and between patent document
elements when subject to the same keyword selection method.
Detailed results of ANOVA are described as Tables A.1 and A.2 in
Appendix A.

The two kinds of similarity analysis and the ANOVA result
above show that the keywords extracted differ according to the
keyword selection methods, the elements of the patent documents
involved, and the numbers of keywords extracted, indicating the
need for a guideline keyword selection strategy to be established
for a patent analysis using text-mining. In addition, although this
study did not determine the appropriate levels of the number of
keywords factor at Section 3, the levels of the factor can be deter-
mined through the similarity analysis in this section. In this paper,
the levels are determined from changes of similarity pattern from
Figs. 5 and 6. First, similarity values increase as the numbers of
keywords goes up towards 30. This phenomenon is almost same
for the all similarity graphs. Second, some similarity patterns go
up and others go down in a range between 30 and 70. Although
it is hard to describe why similarity indices are irregular in this
range, but, pattern changes between the range of 0–30 and the
range of 30–70 shows opposite direction in most similarity graphs.
Third, similarity indexes take little changes when the number of
keywords is between 70 and 130. In this range, most graphs shows
converging pattern against other ranges. Although these patterns



Fig. 4. Process for assessing the performance of each keyword strategy.

Fig. 5. The same selection methods applied to different patent document elements.

Fig. 6. Different keyword selection methods applied to the same document elements.

Table 3
ANOVA similarity analysis results.

Keyword selection method Source of variation p-Value Elements of the patent Source of variation p-Value

Frequency Elements of the patent .000 Abstract Keyword selection methods .000
Variance .000 Claims .000
TF–IDF .000 Description .000
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can only be observed through graphs, most patent analysis studies
use around 100 keywords, and a change in keyword similarity indi-
cates that there is a difference in the term vector. Thus this
research uses 30, 70, and 130 as the levels of the number of key-
words extracted.

5.2. Orthogonal array for experiment design

This study identified the necessity of this research through the
similarity analysis, and determined the appropriate levels of the
number of keywords above. Thus, in all, four factors have to be
examined, and there are three levels for each factor, as Table 4
shows. As the total number of experiments based on all of these
criteria is 34 (i.e., 81) a lot of effort is needed to carry out the k-
means clustering and calculating the entropy values: so this study
proposes a method of reducing the number of experiments
required. In addition, combinations of the factors need to be con-
sidered to determine the best strategies for keyword selection
and processing, since the performance of the keyword set can be
affected not only by the factors, but also the interactions between
them. This study takes these problems into account so that the
orthogonal array can be used properly.

Table 5 shows the results of the ANOVA analysis for the major
and interaction effects that are important to keyword selection
and processing for a keyword-based patent analysis. These results
show that the patent document elements, the keyword selection
methods, and the number of keywords are not statistically signifi-
cant, and that the interaction effects are also statistically insignif-
icant. In contrast, standardization methods are shown to be
statistically significant, which means the clustering result is
affected by the standardization method chosen: so this needs to
be taken into account when the term vector is used as the dataset
for additional analysis.

Although factors other than standardization do not affect the
performance of the keyword selection and processing strategy,
the entropy value from the experimental results varies greatly,
from 0.18 to 0.80. Although the factors used to select and process
the keywords are not statistically significant, as the differences in
entropy values are likely to affect the reliability and the results
of a secondary analysis in a patent study using text-mining, iden-
tifying the best strategy for keyword selection and processing is
still very important: this is drawn up in the next section.
5.3. Best strategy for selecting keywords for a patent analysis

As the patent document elements, keyword selection methods,
and total number of keywords are not statistically significant, this
paper does not argue that these factors are important for the best
keyword selection and processing. Rather this study contends that
the combination that most reduces the entropy value is the best
strategy for a keyword selection and processing strategy, and so
proposes to identify the best strategy for patent analysis based
on the line chart shown as Fig. 7. Detailed entropy values of each
level of factors are described as Table A.3 in Appendix A.

Because an entropy value close to 0 indicates better perfor-
mance, it can be argued that the best keyword selection and
Table 4
Factor levels.

Factor Levels

Elements of the patent Abstract, claims, description
Keyword selection methods Frequency, variance, TF-IDF
The number of keywords extracted 30, 70, 130
Term vector standardization

methods
None, range (0–1), Boolean
expression
processing strategy consists of those factors whose estimated mar-
ginal mean values are low on their individual charts. As the factors’
interactions are proven to be not statistically significant, individual
line charts can show which level of each factor is the best for
keyword selection and processing strategy.

First, for the patent documents (see line chart (a)), the abstract
and claims have little difference in entropy value and the value for
the description is considerably greater, since that element may
have more text than the abstract and claims, and the words in
the description may be noisy.

Second, as the frequency factor in the keyword selection
method only considers the numbers of words’ appearances in an
entire document, this factor less likely allow for the identification
of specific patents (see chart (b)). On the other hand, the TF–IDF
method has the lowest entropy value because it is believed to be
influenced from the features of both frequency and variance. It is
interesting that the variance-based keyword selection method
shows a lower entropy value than the frequency-based method,
which means the variance method can be a useful way to select
keywords from patent documents, despite the fact that many stud-
ies on keyword-based patent analysis have used the frequency
method as the key criterion for keyword selection. Also, there is lit-
tle difference in entropy value between the variance and TF–IDF
methods, so researchers can decide between them according to
their relative accuracy and the amount of effort they involve.

Third, for the number of keywords (see chart (c)), our results
show that the entropy value decreases as the number of keywords
increases, which is probably caused by the fact that the numbers of
keywords increase with the information in the whole document.
However, the entropy gap is greater when the number of keywords
changes from 30 to 70 than from 70 to 130 keywords, which means
that, as the number of keywords increases, the amount of informa-
tion from the keywords set converges to the critical point (as in the
case of the similarity analysis described in this study): in other
words, when the number of keywords increases above 130, the
entropy value seems to be only marginally reduced.

Finally, for the standardization method (chart (d)), a Boolean
expression has an extremely low entropy value, which means that
when already-selected keywords are used to build a term vector,
information on whether words have appeared in certain docu-
ments, rather than the frequency of their appearance, can be the
most meaningful output.

So using the TF–IDF method to extract 130 keywords from an
abstract appears to be the best keyword selection strategy, and
using a Boolean expression will provide the best results when a
cluster analysis is conducted with the term vector as the dataset.

6. Discussion

Text-mining based patent analysis is different from other text-
mining applications, because, although patent documents may be
described in natural language – like other kinds of text documents
– they also contain formal words about specific technologies and
are set out in structured formats. These specific characteristics
have led a number of researchers to apply text-mining techniques
to investigate patents, and these previous studies have revealed
some factors that need to be considered when using this process
for patent analysis. This research has focused on four of these fac-
tors and suggested a best keyword selection and processing strat-
egy that could be adopted. But, although the final result of this
study has both theoretical and practical implications, there still
exist matters that must be discussed.

First, the description element of patents’ documentation can be
more useful than the abstract and claims when using a keyword-
based approach to compare patent documents in the same technol-
ogy field. In fact, it is the abstract and claims that are most widely



Table 5
ANOVA keyword selection treatment results.

Source of variation SS d.f MS F p-Value

Corrected model .981 20 .049 6.922 .012
Intercept 7.307 1 7.307 1031.062 .000
Elements of the patent .001 2 .001 .097 .909
Keyword selection methods .014 2 .007 1.012 .418
The number of keywords extracted .010 2 .005 .698 .534
Term vector standardization methods .860 2 .430 60.673 .000
Elements of the patent X Keyword selection methods .004 4 .001 .128 .967
Elements of the patent X The number of keywords extracted .007 4 .002 .259 .894
Keyword selection methods X The number of keywords extracted .085 4 .021 2.984 .112
Error .043 6 .007
Total 8.331 27
Corrected total 1.024 26

Note: SS: sum of square/d.f: degree of freedom/MS: mean square/F: F statistic.

Fig. 7. Entropy value line charts.
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used for patent analysis: researchers generally regard the descrip-
tion as having too much information to yield meaningful insights.
However, this noisy feature can be helpful when researchers want
to compare patents in same technological field in detail. As Fig. 4
shows, word composition similarity is low when the description
is adopted for keyword approaches. This study chose five different
classification classes in the alternative energy production field in
this study, but the similarity between the patents’ abstracts and
claims is high, which means researchers cannot precisely
investigate patents in these same technology fields by utilizing
keywords extracted from these elements. In this case, keywords
from the patent description can be more meaningful, and can be
a valuable way to build up a strong patent portfolio by comparing
competitor’s patents at the same technology field.
Second, the keyword selection method can be selected differ-
ently according to a purpose of the patent analysis. Although this
study shows TF–IDF to be the best overall method for a text-mining
approach, its results show that word component similarities do not
differ much across keyword selection methods. Especially, the sim-
ilarity between the frequency and TF–IDF methods as applied to
patent abstract and claims elements is very high – Fig. 5 shows
their similarity to be very close to 90%. At the same time, the sim-
ilarity between the variance and TF–IDF methods is relatively high
for the description elements. These results may be accounted for
by the different characteristics of the patent elements: the fre-
quency and TF–IDF methods produce similar keywords for the
abstract and claims elements owing to their conciseness, while
the variance and TF–IDF methods may yield similar keywords
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when applied to description elements, because of their noisy nat-
ure. So TF–IDF is not necessarily the only route for good keyword
selection strategy - researchers can choose an appropriate method
depending on their research purpose or other conditions (e.g. avail-
able time and efforts for analysis).

Third, it might be less important to deliberate whether each
keyword from patent documents extracted is meaningful or not
when they are extracted for the purpose of constructing a docu-
ment-keyword vector. In this study, word composition similarity
varies considerably according to the factors examined. Table 3
shows that the keyword selection methods and the elements of
the patent documents significantly affect word composition simi-
larity. On the other hand, those factors do not affect the perfor-
mance of clustering results (as shown in Table A.1 – see the
Appendix A). This means that, even if different keyword selection
strategies produce disparate groups of extracted words, affect pat-
ent document classification will not be affected. Researchers
should focus on which set of words can best represent the patent
documents overall, rather than focusing on which words seem
most important and essential in individual documents. Patent doc-
uments describe a specific technological theme: while selected
words may differ depending on the keyword selection strategy
adopted, all of them will be more or less related to the patent’s nar-
row technological field.

Fourth, this study adopted the entropy index to measure the
performance of keyword selection and processing strategy. In this
research, a keyword vector was developed for each of the 500 pat-
ents, patents randomly selected from five distinct USPC classes,
and, based on which clustering analysis was conducted to classify
the patents into five homogeneous groups. Then, the original USPC
classes were compared with the clustering results using the
entropy value on the assumption that the USPC system is a reliable
technology classification system and so patent documents belong-
ing to the same class are similar to each other in their contents.
Though the entropy index is a meaningful performance index,
which measures the extent to which clustered labels match exter-
nally supplied class labels, it hardly measures the goodness of a
clustering structure and provides only limited information about
how close patents clustered under the same labels are. There are
other measures worth considering depending on the target for per-
formance or quality. For example, a text-mining approach is appli-
cable not only to group patent documents but also to other areas
such as auto-patent retrieval, auto-patent classification, and tech-
nology ontology development. In these cases, a more precise index
should be designed to measure the performance of keyword selec-
tion and processing strategy at the individual (patent) level, not the
group (USPC class) level. Sometimes, relying on experts’ opinion
may also be effective in evaluating the performance. In addition,
the goodness of a clustering result can be affected by clustering
methods. In this research, we adopted a k-means clustering but
other clustering algorithms may produce different results. There-
fore, researchers should carefully design a performance index
depending on the context. Examining the overall performance
based on several indices simultaneously will also help improve
the reliability of analysis results.

Fifth, computational resources were not considered in this
research because only 500 patents were used to evaluate the var-
ious types of keyword selection and processing strategy. However,
when the number of patent documents increases and the amount
of computational resources is limited, the resources spent on
implementing the strategy become significant and should be taken
into account. The computational resources of each level within the
four factors are different. Firstly, as to the elements of the patents,
the required computational resources increase with the length of
texts. And thus description will require the most computational
resources, followed by claims and abstract. Actually, the total file
size of the 500 patents used in this research was 342 KB for
abstract, 3,071 KB for claims (almost nine times larger than
abstract), and 33,184 KB for description (almost 10 times larger
than claims and 93 times larger than abstract). Secondly, with
regard to the keyword selection methods, the required computa-
tional resources depend on their computational complexity. Hence,
the resources for TF–IDF would be the highest, followed by variance
and frequency. Thirdly, relating to the number of keywords
extracted, the required computational resources grow with the
number of keywords. The number of keywords corresponds to
the number of data features. More computational effort will be
needed when more features are used. Accordingly, the most
resources are required for 150 keywords while the least are needed
for one keyword. Finally in the fourth factor of term vector stan-
dardization methods, the required computational resources for
range are expected to be larger than Boolean expression. Therefore,
the best keyword selection and processing strategy may change
according to the computational resources allowed, which is partic-
ularly significant in analyzing a large number of patent documents.

These five discussions will be give greater insights as text-min-
ing becomes more commonly used in the future for firms’ Intellec-
tual Property (IP) management, and investigating the factors
involved may help reduce the costs and efforts required to analyze
IP documents (including patents). Thus, understanding the discus-
sion and limitations of this research can be valuable for the further
study.
7. Conclusion and future research directions

The purpose of this study is to suggest guidelines for selecting
and processing keyword sets for using text-mining in patent anal-
ysis. Four different factors have been considered, and the perfor-
mance of a keyword set evaluated based on clustering analysis
and entropy values. The patent document elements, keyword
selection methods, and the total number of keywords were proven
to be statistically insignificant, which can be interpreted as mean-
ing that existing studies on keyword-based patent analyses con-
ducted without a standard criterion for selecting keywords all
yield equally reliable insights. In other words, the differences in
studies on keyword selection from an abstract based on the fre-
quency of keywords, or studies based on the variance of terms in
the claims, are not critically enough to affect the keyword-based
patent analysis results. But the study found that selecting 130
words from an abstract based on a TF–IDF and Boolean expression
appeared to represent the best keyword selection and processing
strategy, and thus most suitable for patent research. Although
many studies into keyword-based patent analyses use TF–IDF to
extract hundreds keywords from the patent abstract, very few
studies have investigated whether such a method is the most
effective.

This study’s results make some contributions in both theoretical
and practical perspectives. First, theoretically, it could establish a
basis for future text-mining applied patent analysis. There are
many factors or criteria – such as the number of keywords or key-
word selection methods – to be considered before designing key-
word-based patent research. But it has proved hard to find
studies that consider these kinds of factors, which is why this study
has investigated a variety of factors related to text-mining based
patent analysis. As a result, it contributes to improving the reliabil-
ity of existing keyword-based patent analysis studies by identify-
ing the guidelines for choosing the best keyword selection and
processing strategy, as well as suggesting the best keyword selec-
tion strategy on the basis of that which has the lowest entropy
value. Second, this study offers practical guidelines for IP manage-
ment, which has evolved recently with development of data
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analysis techniques. As the importance of building strong IP port-
folios increases, keyword-based patent maps have been widely
applied to identify the technical limitations of a firm’s technology,
or its potential market opportunities. Nevertheless, extraction of
meaningful keywords from patent documents is not easily carried
out in practice. Conducting keyword extraction via the conven-
tional approach, which uses groups of experts to draw patent
maps, demands considerable resources. But, in applying text-
mining approach, managers may find it hard to extract meaningful
keyword lists from patent documents owing to their insufficient
data mining knowledge, or may not be convinced that using a
mathematical approach will extract sufficient keywords to draw
meaningful patent maps. In this case, the best keyword
selection and processing strategy proposed in this paper may offer
a simple and a helpful alternative for drawing keyword-based
patent maps.

Until now, little effort has been made to investigate an effective
strategy for keyword selection and processing in the context of key-
word-based patent analysis. Although recent studies have suggested
advanced methods to extract and analyze keywords from patent
documents, reflecting the growing interest in keyword-based patent
analysis (e.g. Fu et al. (2013), Fu, Chan, et al. (2013), Jeong and Kim
(2014), Murphy et al. (2014), Park, Kim, Choi, and Yoon (2013),
Park, Ree, and Kim (2013)), few of them have addressed the ratio-
nales for the use of a particular keyword selection and processing
method, relating to the four factors in this research – elements of
patent documentation for keyword extraction, keyword selection
methods, the number of keywords extracted, and term vector stan-
dardization methods. Quite frequently, a part of patent documents
for keyword extraction was chosen without giving a reason for the
choice and the number of keywords used for further analysis was
not even mentioned. Recognizing the research need, a few research-
ers dealt with the relevant issues. For example, Xie and Miyazaki
(2013) evaluated the representativeness of a keyword set con-
structed from different part of patents. However, further analysis
is needed considering the combination of various factors affecting
the performance of keyword selection and processing strategy.
Our study aims to contribute to fill this research gap, being supple-
mentary to the existing studies.

Despite those insightful contributions, some limitations still
remain. First, only k-means method is used to examine the perfor-
mance of keyword selection and processing strategy. Although the
method is one of representative clustering analysis, clustering
results might be changed depending on the clustering method. A
second limitation concerns the standardization method for term
vectors, which this study regards as an important factor for analy-
ses using a term vectors as their datasets. Moreover, the
performance of a standardization method also varies depending
on the analysis techniques applied, and so may need to be re-con-
sidered for different analysis methods. Data standardization meth-
ods are diverse, so the three levels of this study cannot be used as
representative of all standardization methods.
Table A.1
ANOVA results of similarity analyses under same keyword selection methods.

Keyword selection methods Source of variation SS

Frequency Elements of patent 18749.260
Error 2510.920
Total 21260.180

Variance Elements of patent 7782.737
Error 4046.137
Total 11828.874

TF–IDF Elements of patent 18596.009
Error 1906.828
Total 20502.837

Note: SS: sum of square/d.f: degree of freedom/MS: mean square/F: F statistic.
Thus, future research directions may include diversifying the
keyword selection and processing strategy and elaborating its per-
formance indices. Firstly, more factors affecting the performance
need to be examined. For example, the full-text of a patent, which
was not considered in this research, might be a valuable source for
the keyword-based patent analysis, if well analyzed, and thus can
be considered. More data standardization methods need to be
investigated. Also, the use a subject-action-object (SAO) analysis
to better understand the roles of words can be added to one of
the factors. Secondly, more performance indices, in addition to
the entropy value, are worth being developed and applied to patent
data. The possible options include using internal indices such as
the sum of square or designing other external indices relying on
experts’ opinion. Besides, the balance between the depth of analy-
sis and the resources required for analysis is significant in evaluat-
ing the performance. Also, performance targets may vary by the
purpose of text-mining applications to patents. And so, more per-
formance indices can be suggested, reflecting the context in which
the performance evaluation occurs. Thirdly, in a similar vein, other
classifiers or clustering methods are available for clustering pat-
ents. Different classifiers or clustering methods may result in dif-
ferent clustering results. Selecting an appropriate classifier or
clustering method is critical to ensuring the validity of research,
which requires further consideration. Finally, elaborating a key-
word extraction method can affect the performance of strategy. A
description part of a patent document has a potential to provide
more valuable knowledge when more advanced keyword extrac-
tion techniques are used. In this research, we relied on a text-min-
ing solution to extract keywords but keyword extraction
algorithms vary by solutions. Although the research findings in
Fig. 7 indicated that the description part has the highest entropy
value possibility due to its noisy words, we can expect more mean-
ingful implications from the description part if those noisy words
are removed effectively with the keyword extraction method. A
well-structured ontology for technologies, called technology dic-
tionary, can be developed to increase the quality of analysis, where
WordNet, which is a semantic network database for English devel-
oped at Princeton University is used, or latent semantic analysis is
conducted on the relevant patent documents. How to develop and
update the technology dictionary is a valuable topic to explore.
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Appendix A

See Tables A.1–A.3.
d.f MS F Significance

2 9374.630 156.809 .000
42 59.784
44

2 3891.368 40.393 .000
42 96.337
44

2 9298.005 204.799 .000
42 45.401
44



Table A.2
ANOVA results of a similarity analysis under the same patent document elements.

Elements of patent Source of variation SS d.f MS F Significance

Abstract Keyword selection methods 1000.969 2 500.484 33.384 .000
Error 629.650 42 14.992
Total 1630.619 44

Claims Keyword selection methods 1409.073 2 704.536 36.880 .000
Error 802.348 42 19.104
Total 2211.421 44

Description Keyword selection methods 1010.775 2 505.387 12.570 .000
Error 1688.581 42 40.204
Total 2699.356 44

Note: SS: sum of square/d.f: degree of freedom/MS: mean square/F: F statistic.

Table A.3
Estimated marginal entropy mean values of line graphs.

Factors Levels Estimated marginal
means

Elements of the patent Abstract .503
Claims .505
Description .553

Keyword selection methods Frequency .530
Variance .517
TF–IDF .513

The number of keywords extracted 30 .547
70 .510

130 .504
Term vector standardization method None .630

Range .662
Boolean .268
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