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Traditionally, collaboration network or citation network is used to answer the old question how scientists
or engineers interact with each other. This paper introduces a R&D network to make up the missing
aspect of the traditional approaches about using multi-sources and to find out the trend of convergence
technology R&D in Korea. We collect data about human resources and national R&D projects from Korean
national R&D databases, and then construct a weighted network between experts by using meta-data
mapping and the network folding technique. And we apply Newman’s grouping algorithm that is general-
ized to a weighted network for detecting the community structure of the network. Gathering data from
multi-sources is useful to reveal the structure of network rather than to use only one database. Lastly, we
perform a network analysis to examine important experts. The result shows significant information about
research trend and core experts in Korea. We expect this study will be helpful in three ways: (1) how to
make a network from heterogeneous multi-sources, (2) how to figure out the current situation of conver-
gence technology R&D, (3) how to discover who are important people in Korean convergence technology
R&D network. And this paper is just a cornerstone of the work to investigate the current situation of
national R&D projects in Korea.

� 2011 Elsevier Ltd. All rights reserved.
1. Introduction

A social network is a set of individuals connected through so-
cially meaningful relationships, such as friendship, co-working, or
information exchange (Wasserman, Faust, Iacobucci, & Granovet-
ter, 1994; Wellman, 1996). The Social network theory traditionally
views social relationships in terms of nodes and links (Wasserman
et al., 1994), where the nodes are the individual actors within the
networks and the links are the relationships between the actors.
The strength of links between nodes in a real-world social network
is an important theoretical issue. The probability of two friends of
an individual knowing each another is much greater than the prob-
ability of two people chosen randomly from the population know-
ing each another (Guare, 1990; Newman, Watts, & Strogatz, 2002;
Watts & Strogatz, 1998). Actors with strong links usually have
some sort of common grounds on which they establish their rela-
tionships (Preece, 2002; Wellman & Gulia, 1997), and thus often
constitute a subgroup. Because of the common grounds, actors
with strong links – and hence representing a subgroup – often
share common interests, needs, or services; that is the necessity
ll rights reserved.

: +82 42 868 7051.
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of subgrouping (Preece, 2002; Schwartz & Wood, 1993; Wellman
& Gulia, 1997).

One part of social network researches is about research and
development (R&D) networks, especially about how scientists or
engineers interact with each other. These works are represented
in the form of the collaboration network or the citation network
that is the network of scientific collaboration, as documented in
the papers scientists write. A collaboration network is a kind of
affiliation network of scientists in which a link between two scien-
tists is established by their coauthorship of one or more scientific
papers (Newman, 2001a, 2001b). For the construction of network,
both the existence and the times of coauthoring (or citation,
acknowledgement) are important. And the times of coauthoring,
for sure, implies some information about ‘‘how close they are
and how easily networked with each other’’. So to fully character-
ize the interactions in real networks, the weights of links should be
considered.

In spite of many researchers’ studies on many types of collabo-
ration networks, most of them are concerned about just some
groups of people, a number of journals, and a few affiliations. There
are practical difficulties to cover more large area, such as a country
level, at once: (1) data are distributed in many other databases, (2)
types of data are heterogeneous. Generally, previous researchers
use one database to get data for the construction of network. For
example, Newman (2001a, 2001b) used The Los Alamos E-print
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Archive, Medline, Stanford Public Information Retrieval System,
and Networked Computer Science Technical Reference Library.
Huang et al. (2003) and Singh (2005) used United States Patent
and Trademark Office database. These databases are so huge, even
they are single databases, that sometimes researcher could not
deal with all data, but only a part of them. Nevertheless, we can as-
sume that if we could use rich data and information collected from
many databases, we will be able to construct more useful network
to show the structure and the effects underlying a specific phe-
nomenon. However, the traditional methods to make a collabora-
tion network and citation network are hard to support to
construct a network from multi-sources.

Technological convergence is the tendency for different techno-
logical systems to evolve towards performing similar tasks
(Wikipedia). Convergence can refer to previously separate technol-
ogies such as voices, data and videos that now share resources and
interact with each other, synergistically creating new efficiencies.
The phenomenon of convergence occurs when innovations emerge
at the intersection of established and clearly defined industry
boundaries, thereby sparking off an evolutionary development
with much broader impact (Hacklin, Marxt, & Fahrni, 2009). In re-
cent industry developments within information technology (IT),
bio-technology (BT) and nano-technology (NT), the convergence
of technologies and knowledge bases has induced a variety of
industrial points of inflection. Hence, industry boundaries have
become blurred, and the innovation does not take place within pre-
viously existing industrial silos anymore, but rather between them
(Hacklin et al., 2009).

In the case of USA, government agencies including National
Nanotechnology Initiative (NNI) and National Science Foundation
(NSF) invest about $130 billion per year in NBIC (NT, BT, IT, and
Cognitive Technology) convergence technology R&D. EU makes
intensive investment in IT, BT, NT related technologies through
FP7 (EU Seventh Framework Programe) program, except the indi-
vidual investment plan of each member country; 69.9% of total
R&D budget is assigned to them. The Japanese government admin-
isters development projects including Protein 3000, Millennium
Research for Advanced Information Technology (MIRAI), and
Exploratory Research for Advanced Technology (ERATO) for IT,
BT, NT, and convergence technology R&D. Likewise, in Korea, the
government chose convergent industry based on IT, BT, NT as
growth engine for next generation, and started to make an effort
to foster them. Now relevant authorities, including MEST (Ministry
of Education, Science, and Technology), MKE (Ministry of Knowl-
edge Economy), drive programs assigned as the role. The Korean
government has a plan to invest 1,500 billion for later 10 years
for acquiring core cutting link technologies and fostering growth
potential. As a consequence, during past several years, thousands
of national R&D projects related with convergence technology have
carried out in Korea according to the own technical roadmaps. It is
no wonder that the performance of each project has been reported,
but there lacks the view of accomplished convergence technology
R&D by now and explanations from the researchers’ viewpoint.

In this paper, we present a study of the construction of Korean
R&D network from multi-sources and various analyses about the
network. (The term, R&D network, is a little ambiguous, but now
we use it to mean a social network about experts who participate
in Korean national R&D projects.) We collected data, especially re-
lated with IT, BT, and NT, from three Korean national databases.
The National R&D human resource database gives the information
about researcher, who involved in national R&D project, including
his/her name, age, affiliation, and major fields. The National R&D
project information database gives details of projects ordered by
government authorities. The National Digital Science Links data-
base gives research results of scientists in the form of papers and
reports. Then we integrated them as a kind of scientist-research
field matrix using meta-data mapping by National Standard Classi-
fication of Science and Technology. A network folding technique
was used to convert expert-research filed matrix into expert-
expert matrix. This expert-expert matrix was used as an adjacency
matrix of the social network of experts. According to these consec-
utive steps, Korean convergence technology R&D network to ana-
lyze could be acquired. We expect this study will be helpful in
three ways: (1) how to make a network from heterogeneous mul-
ti-sources, (2) how to figure out the current situation of conver-
gence technology R&D (what convergence technologies are
developing or not in Korea), (3) how to find important people in
Korean convergence technology R&D network.

In the next section, we will briefly review related works of R&D
network, including collaboration and citation network, and net-
work clustering. Methodologies used to construct R&D network
are presented in Section 3. Section 4 is devoted to a description
of the empirical study. In Section 5, the findings of constructed net-
work and clustering are introduced. Finally, Section 6 shows the
conclusion of the study and research directions for the future.
2. Literature review

2.1. Research about R&D network

There are many researches about individual networks about sci-
ence and technology. These networks lead scientific and technical
progress. First, about scientific network, Moed et al. investigate the
results of a study of ‘‘bibliometric’’ (publication and citation) for
university research policy (Moed, Burger, Frankfort, & Van Raan,
1985). Nederhof and van Raan examine the productivity and im-
pact of major economics research groups with the influence of
key scientists by sensitivity analysis and its contribution (Nederhof
& van Raan, 1993). Secondly, about the technological networks Eric
von Hippel explores a novel type of cooperative R&D: the informal
trading of proprietary know-how between rival (and non-rival)
firms (Eric von von von von Hippel, 1987). He explores whether
and when technology trading between direct competitors is an
economically advantageous form of cooperative R&D. Hagedoorn
and Schakenraad study the major international networks of in-
ter-firm alliances with identification of major players within infor-
mation technology and its sub-fields (Hagedoorn & Schakenraad,
1992). Almeida and Kogut investigate the technological networks
about its regional variations in the localization of spillovers
(Almeida & Kogut, 1999). They examine the relationship between
the mobility of major patent holders and the localization of techno-
logical knowledge by the analysis of paper citations and show the
influence of local transfer of knowledge by the interfirm mobility
of engineers.

Besides to the research about the individual networks, many
researchers examine the co-evolution of science and technology.
Tijssen’s co-classification analysis yields quantitative measure of
the level of interdisciplinarity, the strength of interdisciplinary
relations between fields, and the graphical representation (that is
a map) of the interdisciplinary structure in the single field by the
co-occurrence of different subject-classification headings assigned
to research publications (Tijssen, 1992). Dosi and Kogut describe
co-evolution of organizations and technologies to explain how
firm-specific and nation-specific capacities are related to interna-
tional competitiveness (Dosi & Kogut, 1993). McKelvey addresses
the distinctions between ‘basic science’ and ‘technological devel-
opment’ to conceptualize the environments for the evolution of
science-based technologies (McKelvey, 1997). Narin et al. exhibit
the contribution of public science to industrial technology by trac-
ing citation linkage between US patents and scientific research pa-
pers (Narin, Hamilton, & Olivastro, 1997).
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Up to now, these researchers use the databank of paper citation
of journals and the patent information for the study of co-
evolution. However, when the co-evolution of science and technol-
ogy is taken for granted, the R&D network constructed based on
these databank should be improved about its elaboration and
information. So we are willing to use multi data sources for the
construction of R&D network. To our knowledge, no one has ex-
plored the R&D network with multi sources.

2.2. Methodologies of network grouping

There are many approaches to construct networks and detect
community structures which are some division of the network.
They are broadly classified into two categories according to the
addition or deletion of edges to or from the network; the agglom-
erative approach and divisive approach (Scott, 2000).

In an agglomerative approach, after calculation of similarities
between vertex pairs, the edges are iteratively added to an initially
empty network starting with the vertex pairs with highest similar-
ity. The similarities are measured through such measurements as
distance, density, frequency, centrality. Centrality can be measured
in terms of degree, closeness, density, betweenness (Hanneman,
1998; Scott, 2002). Degree of centrality is the measure of point
centrality by counting the number of nodes one node is adjacent
to (Nieminen, 1974). Closeness is the measurement of global cen-
trality in term of the ‘‘closeness’’ of all the nodes in the group or
network by measuring the path distance (Freeman, 1979; Freeman,
1980). The betweenness is the measure of influence of a node over
the flow of information between other nodes (Freeman, 1977).

In the divisive approach, which tries to overcome the poor
results of agglomerative approach, the edges that are most
‘‘between’’ communities are focused rather than the edges that
are most ‘‘central’’ to communities. Girvan and Newman propose
an alternative approach by generalization of Freeman’s between-
ness centrality to edges and define the edge betweenness of an
edge (Girvan & Newman, 2002). They apply the method to a collab-
oration network of scientists and found two types of communities;
scientists grouped by similarity either of research topic or method-
ology. And then, they define a measure of the quality of a particular
division of network to distinguish the better structure, which is the
modularity (Newman & Girvan, 2004).

Usually, the agglomerative approach has the tendency to find
only the cores of communities and leave out the peripheries,
although they have an obvious community membership. So we
choose the divisive approach of Girvan and Newman for network-
ing community structures.

2.3. Binary network vs. weighted network

The method of Girvan and Newman that we choose for net-
working community structures assigns binary memberships to
nodes. The most group detecting algorithms as well as Girvan
and Newman’s assign a binary membership. It is not compatible
with the nature where the degrees of the strength for the links
are various. Under the binary membership, the information about
the intensity of the link cannot be expressed.

In order to complement this drawback, many researchers pro-
pose a weighted network on behalf of the binary network. New-
man addresses the problem by mapping weighted networks onto
multi-graphs with little or no modification of unweighted net-
works (Newman, 2004). He derives an appropriate generalization
of the algorithm of Girvan and Newman to weighted networks.
Li. et al. introduce a clustering coefficient of weighted networks
(Li et al., 2005). Davis and Carley propose a stochastic model and
group detecting algorithm for social networks, namely FOG, which
uses fuzzy, overlapping groups (Davis & Carley, 2008). It generates
grouping from link data using a stochastic model of link emission
from group entities and a maximum-likelihood clustering method.
In this paper, we choose the Newman’s method to weighted net-
work because his results show various examples from the very
simple case to the more complex cases for application.
3. Methodology

3.1. Data collection

Korean Ministry of Education, Science, and Technology provides
open national R&D information and knowledge portal services
named NTIS (National Science and Technology Information Service,
http://www.ntis.go.kr) to enhance the efficiency during entire R&D
cycles from planning to application. This service is connected with
15 authorities to execute national R&D projects internally, so that
provides information about finished or on-going R&D projects
including projects themselves, human resources, equipments/
materials, and performances.

This system consists of several sub-systems operated indepen-
dently and we used two of them, human resource and project. As
stated in Section 1, national R&D human resource database gives
the information such as project participant’s name, age, affiliation,
and major fields; among them, we focused major fields. The
database keeps each expert’s one major field and two or three sub-
major fields. (The project participants belong to various organiza-
tions, for example, university, national laboratory, company
laboratory, and so on. So we call them experts briefly from now
on.) Generally, sub-major fields may follow a taxonomy system,
in this case, Korean National Standard Classification of Science
and Technology. Moreover, the sub-major field is able to work as
a medium between experts because two experts, if they have the
same sub-major field, may be closer than the case when they do
not have any same sub-major field. If two have perfectly the same
sub-major fields, they seem to be interested in the same research
theme. So, there is more possibility for them to cowork together
and have a close relationship.

In order to investigate who is related with the convergence
technology, we are interested in the experts whose sub-major
fields cover interdisciplinary areas, especially IT, BT, and NT. If an
expert has one IT related sub-major field and one BT related sub-
major field, it reveals he/she is a professional about two different
fields and has a high fitness to research BIT convergence technol-
ogy. We use a category-based approach to select a subset of the na-
tional R&D human resource database available online. First, we
select IT, BT, NT related categories from Korean National Standard
Classification of Science and Technology. This taxonomy system,
established in 2005, has a three-depth; the number of categories
for each level is 19, 178, 1235 from the highest to the lowest. We
choose 29 mid level categories such as ‘Genetic Engineering’, ‘Nano
Materials’, ‘Wireless and Mobile Communication’, then perform a
cross search within 9 high level categories to which mid level cat-
egories belong to. Within the initial search results, an expert whose
performance is under 10 papers or under 5 projects is eliminated
for the practical reason. Finally, we get data of 817 experts with
the form of following:

ExpertðName;Age;Affiliation;Major Field; Sub-major 1;
Sub-major 2; Sub-major 3Þ

As a next step, we collect data of projects performed by selected
experts from 2003 to 2008 by searching national R&D project infor-
mation database. For the data is collected in October 2009, and the
information of 2009 projects that are not finished yet is aban-
doned. Total 5967 projects are found and arranged with the form
of following:

http://www.ntis.go.kr
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ProjectðSupervisor; Project Name; Serial Number;

Standard Technical ClassificationÞ

The database is incomplete, so it has many missing values and
half-descriptive classifications. We have to fix faults using meta-
data mapping with some reasonable assumptions based on the
information we can get from keywords in a project name or other
classifications included.

Lastly, we collect the information of papers each expert wrote
from National Digital Science Links database. Unfortunately, direct
access to the database was not available, same as human resource
and project case; we have to search online individually. Therefore,
we do not use this information to make a typical collaboration net-
work, but we add an attribute of expert for chasing one’s research
flow. For the sake of convenience, we limit the range of search to a
number of important experts who are revealed after a network
construction.
3.2. Meta-data mapping

Metadata is ‘‘data about data’’. An item of metadata may de-
scribe an individual datum, or a content item, or a collection of
data including multiple content items and hierarchical levels, such
as a database schema. In data processing, metadata provides infor-
mation about other data managed within an application. This com-
monly defines the structure or schema of the primary data.

A meta-data mapping tool that is able to define the structure is
needed to integrate data collected from multi-source. In this case,
Korean National Standard Classification of Science and Technology
is the tool to integrate human resource data and project data from
the view point of technology. We define an expert-technology ma-
trix which gives the strength between an expert and his/her inter-
ested or skilled technology fields.

ET Matrix ¼ ½wij�; where wij is a strength between the expert
i and the technology field j

The row of matrix is the ID of an expert, and the column is the
ID of technology based on Korean National Standard Classification
of Science and Technology. A cellij indicates the extent that how
much an expert has specialty about each technology field. We give
1 as a default value at the cell when its technology field matches
with the expert’s sub-major field and added the count of technol-
ogy field matching project that he/she involved in. Obviously, there
are many ways to do under the given information. This is one way
to value a cell of ET matrix. Varying the default value or introduc-
ing a linear and nonlinear modeling function is also considerable.
The details why we choose this method will be explained in
Section 4.
3.3. Network folding

Defined ET matrix is a kind of task assignment matrix identify-
ing which set of individuals should be coordinated with their activ-
ities. Now, if we multiply the ET matrix and the transpose of the ET
matrix, we obtain an expert-expert matrix. This technique, called
network folding, is used to generate social network by using other
people related with network as a medium:

EE Matrix ¼ ET � ETT ¼ E0E:

This product results in a people by people matrix where a cellij
(or cellji) indicates the extent to how much experti is close with ex-
pertj. In other words, the resulting matrix represents the extent to
which each pair of expert coworks together. R&D Network is a
weighted network constructed by using EE matrix as an adjacency
matrix. Additionally, diagonal cells of EE matrix have turned into 0
to eliminate self-link.

3.4. Network grouping

Centrality is the measurement adapted from the mathematic
graph theory to analyze the relation status and dynamic of the net-
work and group. Centralization is the structure indicator for the
network, group, and the individual/node position status related
to other nodes (Wang & Chiu, 2008). Degree, closeness, and
betweenness are widely used centralities.

Degree centrality is defined as the number of links incident
upon a node:

CDðVÞ ¼
degðvÞ
n� 1

;

where n is the number of node in network. Degree is often inter-
preted in terms of the immediate possibility of node for catching
whatever is flowing through the network (such as a virus, or some
information).

Closeness centrality is defined as the reciprocal of the sum of
geodesic distance (i.e., the shortest path) between a node v and
all other nodes reachable from it:

CCðVÞ ¼
1P

t2VnvdGðv ; tÞ

Closeness can be regarded as a measure of how long it will take
information to spread from a given node to other reachable nodes
in the network.

Betweenness is a centrality measure of a node within a net-
work. Nodes that occur on many shortest paths between other
nodes have higher betweenness than those that do not:

CBðVÞ ¼
X

s–v–t2V
s–t

rstðVÞ
rst

;

where rst is the number of shortest paths from s to t, and rst(v) is
the number of shortest paths from s to t that pass through a node
v. This may be normalized by dividing through the number of pairs
of vertices not including v, which is (n � 1)(n � 2) for directed
graphs and (n � 1)(n � 2)/2 for undirected graphs.

A boundary spanner is a node which, if removed from a net-
work, creates a new component, often called a Gate Keeper. A node
that has high betweenness centrality, but low degree centrality,
potentially acts as a link between groups.

Network grouping, in other word, detecting community struc-
ture in network is fundamental for uncovering the links between
structure and function in complex networks and for practical appli-
cations in many disciplines such as biology and sociology (Fortuna-
to & Barthélemy, 2007). The traditional method for detecting
community structure in networks is hierarchical clustering. One
first calculates a weight, including some centralities explained
above, Wij for every pair i, j of nodes in the network, which repre-
sents in some sense how closely nodes are connected. Then one
takes the n nodes in the network, with no links between them,
and adds links between pairs one by one in order of their weights,
starting with the pair with the strongest weight and progressing to
the weakest. As links are added, the resulting graph shows a nested
set of increasingly large components (connected subsets of nodes),
which are taken to be the communities. Because the components
are properly nested, they all can be represented by using a tree
of the type, in which the lowest level at which two nodes are con-
nected represents the strength of the link that resulted in their first
candidate members of the same community. A slice through this
tree at any level gives the communities that existed just before a
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link of the corresponding weight was added. Trees of this type are
sometimes called dendrograms in the sociological literature.

Instead of trying to construct a measure that tells us which links
are most central to communities, Girvan and Newman(2004) focus
the links that are most ‘‘between’’ communities instead on those
links that are most central. Node betweenness has been studied
in the past as a measure of the centrality and influence of nodes
in networks. Freeman defines the link betweenness of a link as
the number of shortest paths between pairs of nodes that run along
it. If there is more than one shortest path between a pair of nodes,
each path is given equal weights such that the total weights of all
of the paths are unity. If a network contains communities or groups
which are only loosely connected by a few intergroup links, then
all shortest paths between different communities must go along
one of these few links. Thus, the links connecting communities will
have high link betweenness. By removing these links, we separate
groups from one another and so reveal the underlying community
structure of the network.

Most of the networks that have been studied have been binary
in nature; that is, the links between nodes are either present or not.
Such networks can be represented by (0, 1) or binary matrices.
However, many networks are intrinsically weighted with, their
links having differing strengths. In a social network there may be
stronger or weaker social ties between individuals. A weighted net-
work is more complex than a binary one, so it has received rela-
tively little attention. And many useful measures and tools are
suitable for only binary network. To deal with a weighted network,
researchers have typically introduced an arbitrary cut-off level of
the weight, and then dichotomized the network by removing links
with weights that are below the cut-off, and then setting the
weights of the remaining links equal to one (Wasserman et al.,
1994). The outcome of this procedure is a binary network consist-
ing of links that are either present or absent (Scott, 2000;
Wasserman et al., 1994). But, to ignore weights is to throw out a
lot of data that, in theory at least, could help us to understand
phenomena better.

Certainly some network grouping algorithm can be applied to
such networks by simply ignoring link weights, but to do so is to
discard useful information contained in the weights, information
that could help us to make a more accurate determination of the
communities. Newman (2004) generalized his algorithm applica-
ble to a weighted network and it appeared to work excellently.
In other words, the extra information contained in the link weights
does indeed help us enormously to discern the community struc-
ture in the network, and the generalized Newman grouping algo-
rithm does a good job for finding structure. For values of w
greater than 2, the algorithm classifies essentially all nodes
correctly.

But, how do we know when the communities found by the algo-
rithm are good ones? A popular method now widely used relies on
the optimization of a quantity called modularity, which is a quality
index for a partition of a network into communities. This quantity
measures the fraction of the links in the network that connect
nodes of the same type (i.e., within-community links) minus the
expected value of the same quantity in a network with the same
community divisions but random connections between the nodes
(Clauset et al., 2004). When Avw is the adjacency matrix of the net-
work, the modularity Q is defined as:

Q ¼ 1
2m

X
vw

Avw �
kvkw

2m

� �
dðcv ; cwÞ;

where m ¼ 1
2

P
vwAvw is the number of links in the network,

kv ¼
P

wAvw is the degree of node v, and d function dðcv ; cwÞ is 1 if
i = j and 0 otherwise. If the number of within-community links is
no better than random, we will get Q = 0. Values approaching
Q = 1, which is the maximum, indicate networks with strong com-
munity structure. In practice, values for such networks typically fall
in the range from about 0.3 to 0.7.

We use various centrality measures to find out who has impor-
tant role in R&D network and apply Newman’s generalized algo-
rithm to discover convergence technology R&D groups.
4. Empirical study

4.1. R&D network construct

One may distinguish two types of weights. Weights may
represent some form of similarity or a form of dissimilarity in
the co-authorship case; for example, how often two authors have
collaborated over a certain time span, or weights may represent
a form of dissimilarity. Particularly, this is true when weights
represent distances. And the way to measure the weight for
weighted networks has been introduced in three types. The first
type is converting some quantities in non-weighted network into
the weight of link; the weight of an link is measured by the point
degrees ki and kj (e.g. wij = kikj) of its two ends (Macdonald, Almaas,
& Barabási, 2005). The second type, in some networks, typically
natural measurement of weight is already given by the phenomena
and event investigated by the network. In the scientific collabora-
tion network, the times of co-authorship are regarded as the
weight of links (Newman, 2001). The third type is in the works
about modeling weighted networks; the weight wij of a link lij con-
necting a pair of nodes (i and j) is defined as wij = (wi + wj)/2; where
wi is defined as i node’s assigned number (from 1 to N) divided by
N; the weight w is assigned to the link when it is created, which is
drawn from a certain distribution q(w) (Antal & Krapivsky, 2005;
Goh, Noh, Kahng, & Kim, 2005).

The R&D network is a blended case of the second type and the
third type in the sense that expert’s sub-major information and the
number of participated project are given, but there are many ways
to formulate weight using given information. We think that the
weight of R&D network would have a characteristic to converge
as the number of participated project increases. At certain level,
small difference of absolute value in weight will be meaningless
to distinguish one expert’s ability from another’s. Intuitively, the
more times, the closer is the relationship, and the less contribution
that one new event can provide to the relationship. That means the
contribution of a new event to the relationship should decrease on
marginal.

We try three methods to weight ET matrix, comparing which
made good result. The first method, mentioned in Section 3, is set-
ting default value (e.g., 1) according to expert’s sub-major field and
adding the count of involved project. This is a normal approach
typically used in task assignment type matrix. The second method
is a kind of discretization approach using a scree plot that discret-
izes a range of numeric attributes in the dataset into nominal attri-
butes. We divide the range of weight in ET matrix into 4 levels by
the result of scree analysis: (1) level 1: from 1 to 2, (2) level 2: from
3 to 6, (3) level 3: from 7 to 10, (4) level 4: more than 11. Then, we
use the level value as the weight of ET matrix. The third method is
using a tanh function to convert the counts into weight. Tanh func-
tion starts from tanh(0) = 0; and increases up to 1 when the inde-
pendent variable is large enough (Lia et al., 2005). But, tanh
function tends to increase too fast, so that the weight divided by
its standard deviation is used as an input value to compensate it.

And the modularity, a quality index for a partition of a network
into communities, is used as a measure of comparison. Fundamen-
tally, it is very difficult to judge which network is better, then, it
would be rather to make a decision from an applicative viewpoint.
In our case, the network which shows a good result of grouping is



Fig. 1. Initial network.
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essential to study a current state of R&D network. Therefore, the
method shows higher modularity is preferred. The modularity of
Newman grouping for the network made by the first, the second,
and the third method is 0.5384, 0.5054, and 0.4593, respectively.
We think that though the first method does not have the conver-
gence characteristic, but now the absolute value of weight is not
too high to affect negative effects, so it reveals the structure of
Fig. 2. Degree
R&D network best. However, the introduction of transform func-
tion is required later, when more data is available and the size of
network is very huge. Fig. 1 shows the initial network constructed
by the first method.

The constructed network has 817 nodes and 40,714 links.
Considering various network measures, average distance (2.717),
connectedness (0.9951), density (0.0611), efficiency (0.9409), this
is a well-connected and sparse network that most nodes are
connected by a few links.

The degree histogram also shows that R&D network is a typical
scale free network that contains many nodes with a few links and a
few nodes with many links (see Fig. 2). As Derek de Solla Price
(1965) described, the network of citations between scientific pa-
pers typically has power-law distribution, so it is a scale free net-
work. The characteristic of scale free network, ‘‘the rich get
richer’’, fits well for that it is probable a new expert has relation-
ship with an existing expert who has a good research performance
rather than a poor one. And there are just three components in the
network, whereas two of them are isolated. This means almost all
nodes in the network are connected loosely, so that it is a difficult
to group the network.

To find out who has important role in the network, we investi-
gate upper 1% expert on various centralities. About degree central-
ity, important experts are Kim, Young Ran, Won, Mi-Sun (0.1887),
Kim, Young Ho, Lee, Hyeong-Kyu, Cho, Jung-Hyuk (0.185), Choi,
Soo-Young (0.1814), Kang, Sung Man, Kim, Ji Young, Kim,
Hyung-Kee, Kim, Hee-Sun, Park, Hyun-Sung, Lee, Jin Hwa, Rhim,
Hyang-Shuk, and Cho, Eun-Jung (0.1801). About betweenness,
centrality important experts are Lee, Sung-Hoon (0.0445), Lee,
Jang-Hee (0.0333), Mun, Han-Seo (0.0309), Park, Kwang Kyun
(0.0249), Kim, Hyun Soo (0.0211), Lee, Dong-Choon, and Park,
Jung-Hee (0.0208). About closeness centrality, important experts
are Lee, Sung-Hoon (0.2411), Mun, Han-Seo (0.2409), Choi,
histogram.



Fig. 3. Network cut-off by the comparison of modularity and number of links.
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Soo-Young (0.2399), Jung, Hee Jung, Kim, Young Ran (0.2386), Lee,
Yu Mi (0.2382), Kim, Young Ho, Lee, Hyeong-Kyu, and Cho, Jung-
Hyuk (0.2376). About eigenvector centrality, important experts
are Kang, Sung Man, Kim, Ji Young, Kim, Hyung-Kee, Kim, Hee-
Sun, Park, Hyun-Sung, Lee, Jin Hwa, Rhim, Hyang-Shuk, and Cho,
Eun-Jung (1.0). A boundary spanner is Choi, Soo Mi, and potentials
are Lee, Jang-Hee (0.0183), Kim, Dong Ik (0.0132), Park, Jung-Hee
(0.0127), Lee, Dong-Choon (0.0115), Han, Pyeong Leem (0.0112),
Choi, Soo Mi (0.0111), Han, Kyung-Sook (0.0106), and Choi, Yong
Doo (0.0102). In result, experts who have many links and a position
in the center of the network are Kim, Young Ran, Kim, Young Ho,
Cho, Jung-Hyuk, and Choi, Soo-Young. And experts who connect
the network and their absence will collapse the network are Lee,
Sung-Hoon, Lee, Jang-Hee, Mun, Han-Seo, Lee, Dong-Choon, and
Fig. 4. Treated network a
Park, Jung-Hee. But in our study, they are more meaningful who
are important in each subgroup rather than who are important in
whole network.

4.2. Grouping

As explained in Section 3, we tried to apply Newman grouping
to constructed R&D network. Though the modularity is reasonable
value (0.5384), but the number of group found is only four. The
reason of poor result is that the network is too sparse and links
are too abundant to perform a successful grouping. To solve this
problem, a network cut-off is adopted. The deletion of abundant
links helps to find out useful relationship between experts. Besides,
it is true that cut-off means the loss of information. Therefore, to
nd grouping result.



Table 1
Basic information of 9 groups.

Group Member Leading affiliation of members Leading sub-major of members

Group
1

191 ETRI (5.24%), KAIST (4.71%), KIST (4.19%), Hanyang University
(4.19%), Kyungpook National University (3.14%), Yonsei
University (3.14%)

Physiological instrumentation (3.68%), computer networking (3.16%), mobile
communication system (2.98%), embeded software (2.81%), sensor network
(2.63%), electromagnetic nano-materials (2.63%), application software (2.46%),
integrated circuit design (2.28%), telecommunications protocol (2.11%),
molecular and nano-composites preparation (1.93%), mobile communication
network (1.93%), Internet information consumer electronics terminal (1.93%),
control and automation system (1.93%)

Group
2

106 Korea University (7.55%), Hanyang University (7.55%), KERI
(6.60%), KIST (5.66%)

Semiconductor processing (4.73%), semiconductor materials (4.42%), discrete
semiconductor (4.10%), semiconductor (3.79%), compound semiconductor
(3.79%), semiconductor materials (3.47%)

Group
3

58 Ewha Womans University (8.62%), KIST (6.90%) Biomaterial and device (12.14%), formulation development (11.56%), biological
ceramics (4.62%), gene therapy technology (4.62%)

Group
4

132 Seoul National University (9.85%), Catholic University (4.55%),
Kyungpook National University (4.55%), Ulsan University (4.55%)

Biochemistry and molecular biology (14.58%), gene expression and regulation
(14.58%), molecular and cellular biology (10.23%), functional genomics (3.32%),
structural genomics (2.81%)

Group
5

97 KIST (7.22%), KRICT (6.19%), Kunghee University (4.12%) New drug discovery (23.69%), natural products chemistry (9.06%), medicinal
and combinatorial chemistry (8.01%), pharmaceutical materials manufacturing
process (4.88%), protein and enzyme molecule biochemistry (2.09%), plant
resources (2.09%), synthetic methodology (2.09%)

Group
6

90 Seoul National University (7.78%), Chonnam National University
(6.67%), Chonbuk National University (6.67%)

Microbiology, parasitology and immunology (8.68%), recombinant DNA
technology (5.66%), artificial cell and organ development (4.15%), stem cell
engineering (4.15%), immunology (3.40%)

Group
7

24 Pukyong National University (8.33%), Seoul National University
(8.33%), Seoul National University Hospital (8.33%), Inje
University (8.33%)

Diseases of psychiatry and neuroscience (15.28%), aging and geriatric medicine
(6.94%), physiology (6.94%), lipid molecule biochemistry (6.94%), diseases of
respiration and circulation (6.94%)

Group
8

85 Catholic University (4.71%), Sungkyunkwan University (4.71%),
Chosun University (4.71%)

Functional food and food bioactive components (20.47%), natural product
chemistry (3.94%), cosmetic ingredient discovery (3.54%), clinical medical
science (2.76%), anatomy, pathology and legal medicine (2.76%)

Group
9

10 Seoul National University Hospital (20.00%) Biological databases and managements (26.67%), game and animation (6.67%),
biomedical informatics (6.67%)
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determine a cut-off level, we plot the change of modularity upon
the change of link cut-off level in two ways, the absolute .value
and the increase rate. The number of link is normalized from 0 to 1.

Considering the crossing point and increase rate, to cut-off link
weight is under 5 is the best (see Fig. 3). The result applying New-
man grouping to cut-off network is that 12 groups are found and
the modularity is 0.5589. Three groups among 12 are meaningless,
because they are a group of isolated nodes and pendants. Fig. 4
shows a cut-off network and grouping result.

5. Findings

5.1. Sub-group characteristics

By the result of grouping, there are 9 meaningful groups in our
R&D network. Table 1 shows basic information about each group.
The leading features are upper 5% of each group.

Based on a set of each group members’ attributes, we assume
the main research theme of each group. We can find out what tech-
nologies are converged by looking the distribution of members’
sub-major fields and the graph of the network divided by each
group. Fig. 5 shows 9 graphs of the 9 groups that cut off links
weights under 12 to see the network structure of each group easily.
There are one big cluster and the other surroundings in some graph
like group 4. Besides, there are two or more clusters in other graph
like group 3. We guess the latter case means the convergence of
technology.

And important experts of each group are figured out by central-
ity measures, mostly degree and betweenness. The first basic idea
is an expert with high degree will be a core member of the group
that has many and strong relationships with other experts within
the group. The second is an expert with high betweenness will
be a core member of the group that plays a role to connect many
other experts within the group. The third is an expert with high de-
gree and high betweenness will be a very important person, a core
member in the group. The fourth is an expert with high potential
boundary spanner will be a gate keeper of each group to connect
the group he/she belonged with other group. We select important
experts who belong within upper 5% in each measure from each
group.

Additionally, we can think that in the case of the group conver-
gence occurred, high degree members and high betweenness
members are important to understand the situation, what technol-
ogies are converging by whom. And in the case of the group that no
convergence appeared, boundary spanners are meaningful to seek
the opportunity to connect with other groups:

� Group 1: The main research theme of this group seems to be
ubiquitous mobile devices and smartwears with a physiological
instrumentation function, namely IT, BT, and NT convergence
technology. This group is very complex than the others, means
a remarkable dominant technology does not exist and there are
many technologies with similar priority. But, it may imply this
group is a true convergence technology group that many tech-
nologies are mixed. Members with high degree are Yang,
Choong Jin, Yoon, Hyung Ro, Lee, Mee Jeong, Lee, Cheol Jin,
and Jung, Chun Ki. Members with high betweenness are Gong,
Myoung Seon, Kim, Deok Su, Kim, Yong Jin, An, Beong-Ku, and
Lee, Tae Soo. Members with high degree and betweenness are
Kim, Dong-Hyun, Roh, Yong-Rae, Yi, Choong-Kook, Chang,
Byung Chul, and Chung, Wan-young. Members with high
boundary spanner are Koh, Jin-Gwang, Gwon, In So, Son, Jeong
Young, Lee, Gun Ho, Lee, Byung Sun, Lee, Jae Jin, and Jung, Ho
Yeol.



Fig. 5. Network graph of each group (brief version).
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As a result of network analysis, Roh, Yong-Rae, Chang, Byung
Chul, and Chung, Wan-young are the representatives of cluster
related with sensor technology; Yi, Choong-Kook is the repre-
sentative of cluster related with material technology including
some nanotechnologies; Lee, Mee Jeong is the representative
of cluster related with network and telecommunication
technology.
� Group 2: The main research theme of this group seems to be

multi-purpose and organic semiconductor, namely IT and BT
convergence technology. This group does not have a dominant
technology, but most sub-major technologies are related with
a semiconductor. Members with high degree are Nam, Ki Su,
Seong, Tae-Yeon, Oh, Hye Gun, and Lee, Won-Jun. Members
with high betweenness are Park, Jung-Hee, Yu, Jae-Sung, Lee,
Jeong Ho, and Cha, Hyung Kee. Members with high degree
and betweenness are Park, Jae Keun and Park, Jin Koo. Members
with high boundary spanner are Kim, Jong Gil, Kim, Ju-Hye, Lee,
Kyoung Joung, and Jeon, Keun.
As a result of network analysis, Park, Jae Keun and Park, Jin Koo
are the representatives of both cluster related with semicon-
ductor materials and processing technology. This means semi-
conductor materials and processing are already combined
inseparably.
� Group 3: The main research theme of this group seems to be

biocompatible material, namely BT and NT convergence tech-
nology. This group is dominated by two technologies, Biomate-
rial and device and Formulation development. Members with
high degree are Oh, Yu-Kyoung and Lee, Jin-Ho. Members with
high betweenness are Moon, Hyun Tae and Lee, Seong Wook. A
member with high degree and betweenness is Roh, In Sup.
Members with high boundary spanner are Kim, Jae Hoon, Lee,
Sang-Cheon, Joo, Wook Hyun, and Hwang, In-Taek.
As a result of network analysis, Roh, In Sup is the representative
of cluster related with biomaterial and device technology and
biological ceramics technology; Oh, Yu-Kyoung is the represen-
tative of cluster related with formulation development and
gene therapy technology.
� Group 4: The main research theme of this group seems to be

therapeutics for an incurable disease, namely BT. Almost tech-
nologies are related with genetic engineering and drug delivery.
Members with high degree are Kang, Sung Man, Kim, Hee-Sun,
Yu, Young Do, Lee, Tae Hoon, Cho, You-Hee and Cho, Eun-Jung.
Members with high betweenness are Kim, Dong Seon, Kim,
Seong-Jun, Park, Eui Kyun, Song, Ki Won, Won, Mi-Sun, and
Chung, Bong-Chul. A member with high degree and between-
ness is Kwon, Young-Geun. Members with high boundary span-
ner are Kim, Min-Sun, Kim, Young Ho, Yoon, Gae Soon, Yoon,
Hye Won, and Choi, Hei-Sun.
As a result of network analysis, Kwon, Young-Geun is the repre-
sentative of this group. And Kim, Young Ho has a strong connec-
tion with group 6. This means there are a possibility and a
demand to cowork group 4 and 6 together.
� Group 5: The main research theme of this group seems to be

new drug development, namely BT. This group is highly domi-
nated by new drug development technology Members with
high degree are Kim, Young Choong, Yang, Hyun-Ok, and Lim,
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Hye Won. Members with high betweenness are Mun, Han-Seo,
Park, Kwang Kyun, and Shin, Jae Min. Members with high
degree and betweenness are Kim, Young Ho and Choi, Soo-
Young. Members with high boundary spanner are Kim, Suk
Kyung and Jeong, Moon-Jin.
As a result of network analysis, Kim, Young Ho and Choi,
Soo-Young are the representatives of this group. And Jeong,
Moon-Jin has a strong connection with group 3 and 6. This
means there are a possibility and a demand for group 5 to
cowork with group 3 and 6.
� Group 6: The main research theme of this group seems to be

stem cell and artificial tissue and organ, namely BT and NT con-
vergence technology. This group does not have a remarkable
dominant technology, but Microbiology, parasitology and
immunology has the highest priority. Members with high
degree are Kim, Kyung-Sik, Oh, Hee-bok, Lee, Hyun-Ah and
Pyo, Suhk-Neung. Members with high betweenness are Kim,
Dong Ik, Lee, Jang Hee, Lee, Chung Yul, and Jun, Eon Suk. A mem-
ber with high degree and betweenness is Lee, Aeh Young. Mem-
bers with high boundary spanner are Song, Min-Ho and Lee,
Dong-Hee.
As a result of network analysis, Lee, Aeh Young is the represen-
tative of cluster related with Microbiology and Artificial cell and
organ development technologies; Kim, Kyung-Sik is the repre-
sentative of cluster related with Stem cell engineering
technology.
� Group 7: The main research theme of this group seems to be

diseases of psychiatry and geriatric medicine, namely BT. This
is a small group dominated by diseases of psychiatry and neu-
roscience. A member with high degree is Lim, Do-Seon. A
member with high betweenness is Kim, Seung Mok. A Member
with high degree and betweenness is Kim, Hyo Soo. A member
with high boundary spanner is none.As a result of network
analysis, Kim, Hyo Soo is the representative of this group.
Fig. 6. The trend of conv
� Group 8: The main research theme of this group seems to be
discovery and application of natural material, namely BT and
NT convergence technology. This group is dominated by func-
tional food and food bioactive components. Members with
high degree are Kim, Kyung-Su, Kim, Sun Yeou, and Yoon,
Jung Han. Members with high betweenness are Kim,
Do-Man, Park, Chang Seo, and Baek, Eun Ok. Members with
high degree and betweenness are Won, Moo Ho and Cho,
Kyung Hea. A member with high boundary spanner is Park,
Jong-Cheol.
As a result of network analysis, Won, Moo Ho and Cho, Kyung
Hea are the representatives of cluster related with Functional
food and food bioactive components technology; Kim, Kyung-
Su is the representative of cluster related with Natural prod-
uct chemistry technology.
� Group 9: The main research theme of this group seems to be

bioinformatics, namely IT and BT convergence technology. This
group is very small and totally focuses on life and medical infor-
mation research. A member with high degree is Park, Hyung
Sun. A member with high betweenness is Park, Hyun Suk. A
Member with high degree and betweenness is Hwang, Eui
Wook. A member with high boundary spanner is Park, Hyo Il.
As a result of network analysis, Hwang, Eui Wook is the repre-
sentative of this group.

Fig. 6 shows the research trend of IT, BT, and NT
convergence technology. By comparing our result with this
figure, we will have an overlook of current situation of conver-
gence technology R&D in Korea. There are 1 NBIT technology,
2 BIT technology, 3 NBT technologies and 3 BT technologies
within 9 groups we found. R&D projects ordered by Korean gov-
ernment cover many portion of convergence technology trend;
however, in overall view the investment to NT seems to be
insufficient. In the case of IT and BT convergence, it is short of
ergence technology.
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Fig. 7. Biennial research trend of each group from 2003 to 2008 (group 1–6, 8).
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that biocomputer and biometrics security related R&D. In the
case of IT and NT convergence, it is necessary to invest nanoelec-
tronics, nanophotonics, and quantum computer related R&D.
Considering the distribution of the convergence type and the
numerical scale of experts for each group, there seems to be
unbalanced in Korean convergence technology R&D; BT over-
whelms other two technologies, especially NT. It can be a kind
of ‘‘select and concentrate’’ strategy of Korean government or
it is due to the fact that BT has a deep relation with medical
industry.
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5.2. Research trend of each group

For the investigation of research trend of each group, we search
the papers of important experts. Because the project data are well
computerized in databases since 2003, we gather the paper infor-
mation of important experts of each group from 2003 to 2008. We
determine the main topic for each paper and get the tables where
the numbers of papers per each topic are summarized yearly. By
comparing the topic yearly, we can identify the research trend;
whether the research about the topic remains, or increase or
shrinks. If a student wants to study about a specific convergence
technology, this trend result can help him/her to find whom to
ask and what technologies to study. Fig. 7 shows the change of pro-
portion of the topics every two years. Group 7 and 9 are omitted in
the chart because they have a few number of samples. For the nor-
malization, we use the value of proportion for the radial diagrams.
We can discover that the research about opto-electronics has been
reduced in group 1. And we can find out that the research about
gene therapy technology has been reduced and the formulation
development has been increased alternatively in group 3.
6. Discussion

This paper explores the convergence of technologies, focusing
IT, BT, and NT, in Korea by using a R&D network. The R&D network
is a novel approach to answer the old question how scientists or
engineers interact with each other, at higher level such as a coun-
try. It can solve some limits of traditional collaboration network
and citation network that researchers generally use one database
to get data and they only use data itself to construct a network.
There are practical difficulties to construct a social network using
the information gathered from two or more heterogeneous dat-
abases. Nevertheless, we can assume that if we use rich data and
information collected from many databases, we will be able to con-
struct more useful network to show the structure and the effects
underlying a specific phenomenon. And it can be done by using
meta-data approach and network folding technique. The R&D net-
work can inform our understanding of the interactions between
experts who participate in national R&D projects.

For convergence technology, convergence of IT, BT, and NT is a
strong and worldwide trend. We have shown that the human re-
source information and the project information collected from Kor-
ean nation R&D project databases can be merged and translated
into a weighted network. And 9 convergence technology groups
are found through the grouping by the Newman’s grouping algo-
rithm generalized to a weighted network. In this process, we can
confirm the fact that the extra information contained in the link
weights does indeed help us enormously to discern the community
structure in the network. The network structure depends on the
weights. Even though some global distribution seems to be robust,
but the detailed structure has been affected by the weights.

Discovered 9 groups are named and classified to what kind of
convergence technology (e.g. BIT) based upon the distribution of
attribute, in this case members’ sub-major technology fields, and
the network structure of each group: ubiquitous mobile devices
and smartwears with a physiological instrumentation function
(NBIT), multi-purpose and organic semiconductor (BIT), biocom-
patible material (NBT), therapeutics for an incurable disease (BT),
new drug development (BT), stem cell and artificial tissue and or-
gan (NBT), diseases of psychiatry and geriatric medicine (BT), dis-
covery and application of natural material (NBT), and
bioinformatics (BIT), respectively. Generally, Korean national R&D
projects follow worldwide convergence technology trend well.
However, in overall view, it turns out that the investment to NT
is relatively low. This can be a weak point of Korean economy or
‘‘select and concentrate’’ strategy of Korean government, but the
knowledge about the current situation will help policy decision
makers anyhow.

There are some groups that have a flat and massed structure
and the other groups that have a dynamic and segmented structure
within 9 groups we found. Roughly speaking, the former cases are
lack of convergence and the convergence of technologies are occur-
ring in the latter cases. Using network analysis, important people
who are representatives of each group can be figured out. The most
complex group among we found, for example, has three large
clusters which denote sensor, material, and network and tele-
communication and Roh, Yong-Rae with other two experts, Yi,
Choong-Kook, and Lee, Mee Jeong are the representatives of each
cluster, respectively. When a policy decision maker want to hear
an advice or to start a new project, this information is very helpful.

While the empirical study is limited to cover small part of Kor-
ean national R&D projects data, its lessons can be applied to other
network which is a possibility to be useful when data is collected
from multi-sources. As we have seen for convergence technology,
the data in many databases that has similar meaning but not ex-
actly consistent with each other can be integrated by using
meta-data mapping. If there are some people and a medium to
connect them, then we can construct a network of them by intro-
ducing a schema system to transform similarity into consistency.
Then, we can find out the useful result to analyze the network.

This paper is just a cornerstone of the work to investigate the
current situation of national R&D projects in Korea. Therefore, fur-
ther research is strongly required. First, the extension of data cov-
erage and systematization are required. There are data of over
70,000 experts and more R&D projects in national databases. We
focus the convergence technology and use a part of them. However
if we enlarge the coverage, we can find out more information about
the current situation of Korean national R&D projects. In that case,
it has to be allowed to access to database directly or make R&D net-
work module inside NTIS system. Second, an actual proof of the re-
sults by qualitative research is required. The result from R&D
network needs to be examined whether or how it fits with the real
world. Third, refining of weighting formulation is required. As we
stated, if the size of network increases it will be need to introduce
a modeling function. For the rest, if another database is added, then
the way to formulate weight should be modified with the change.
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