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a b s t r a c t

Text mining is widely used to discover frequent patterns in large corpora of documents. Hence, many
classical data mining techniques, that have been proven fruitful in the context of data stored in relational
databases, are now successfully used in the context of textual data. Nevertheless, there are many situa-
tions where it is more valuable to discover unexpected information rather than frequent ones. In the con-
text of technology watch for example, we may want to discover new trends in specific markets, or
discover what competitors are planning in the near future, etc. This paper is related to that context of
research. We have proposed several unexpectedness measures and implemented them in a prototype,
called UnexpectedMiner, that can be used by watchers, in order to discover unexpected documents in
large corpora of documents (patents, datasheets, advertisements, scientific papers, etc.). UnexpectedMiner
is able to take into account the structure of documents during the discovery of unexpected information.
Many experiments have been performed in order to validate our measures and show the interest of our
system.

� 2009 Elsevier B.V. All rights reserved.
1. Introduction

Exceptions, outliers, rare events, hot topics, emerging patterns,
etc., have long been ignored or considered as noise. Nevertheless,
since the mid 90’s this kind of data has attracted much attention.
Indeed, with the rapid development of business intelligence tech-
niques, such kind of information has revealed to represent poten-
tially important information for strategic managers of companies.
Business intelligence [13,14,24] has been defined as the set of ac-
tions involved in retrieving, processing, disseminating and protect-
ing legally obtained information that is useful to economic players.
When the data analyzed are scientific and technical, the more spe-
cific term used is technology watch, meaning the monitoring of
patents and scientific literature (articles, theses, etc.). In fact a
watch process can be broken down into four main stages: needs
audit, data collection, processing of the data collected, integration
and dissemination of the results. It is easy to understand that the
most sensible step is the third one which is also the main concern
of this article. For the purpose of automatically processing the data
collected, data mining techniques are attractive and seem to be
particularly suited considering that most of the data are available
in digital format. Many of the data available for technology watch
are in the form of textual data, thus we talk about text mining, fol-
lowing Feldman that introduces this term in 1995 [11]. Text min-
ing has been defined by Sebastiani [32] as the set of tasks designed
ll rights reserved.
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to extract the potentially useful information, by analysis of large
quantities of texts and detection of frequent patterns. In fact text
mining is now a wide area of research that provides useful tech-
niques that can be used in the context of technology watch. Losi-
ewicz et al. [22] for example show that clustering techniques,
automatic summaries, information extraction can be of great help
for business leaders. Zhu and Porter [47,46] show how bibliomet-
rics can be used to detect technology opportunities from competi-
tors information found in electronic documents. Another use of
text mining techniques for technology watch has been proposed
in [17] where the authors tried to find new trends from an IBM pat-
ent database using sequential pattern mining algorithms [1]. The
idea was to observe over time, sequences of words that were not
frequent in patents at a particular period and that became frequent
later. In a similar way, but in the Topic Detection Tracking1 frame-
work, Rajaraman and Tan [30] proposed to discover trends from a
stream of text documents using neural networks.

In fact we can see that in these works, text mining techniques
have been mainly used to help managers dealing with large
amount of data in order to find out frequent useful information
or discover some related works linked with their main concerns.
Nevertheless, one important goal of technology watch and more
generally business intelligence is to detect new, rare, unexpected
and hence generally infrequent information. Thus, the algorithms
for extracting frequent patterns that are commonly used for data
mining purposes are inappropriate to this area. Indeed, these tools
are tailored for information that occurs frequently in a database.
1 http://www.nist.gov/speech/tests/tdt.
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This is no doubt one of the main reasons why the software pack-
ages marketed so far fail to fulfill knowledge managers needs
adequately.

Thus, in the statistical and machine learning communities and
then in the data mining field, discovering unexpected information
has become a great challenge for many researchers. Unexpectedness
[33,34,26] and novelty [7] have been introduced as evaluation func-
tions for subjective interestingness of discovered patterns. There-
fore, an increasing number of researches are now devoted to the
automatic detection of what is called, depending on the authors,
emerging patterns, rare events, emergent topics, novelty or new infor-
mation. For example, emerging patterns [10,45] or strong emerging
patterns [36] are patterns whose supports strongly varies from
one dataset to another. Thanks to their capacity to characterize
the classes, emerging patterns enable to build classifiers. The no-
tion of surprise (or surprising pattern) introduced in [5] is based
on variation of inter-item correlations over time. Other studies
[39,38] focused on exception rules. In exception rule discovery, an
exception represents a rule that deviate from the common sense
rules of high generality and accuracy. Several methods have been
proposed to discover exception rules, either directly [21,28,34],
or indirectly [19,37] when common sense rules are not given. By
extension, in exception structured-rules discovery [38], an excep-
tion represents a set of rules related to each other. In the same
way, Tuzhilin et al. [28,27] proposed a method for discovering
unexpected rules or minimal set of unexpected patterns which can
be considered as a kind of exception rules where common sense
rules are defined as a set of beliefs. These beliefs are provided by
experts or learned from data and then selected by the experts. Like
in our approach, this prior knowledge of decision makers is taken
into account to seed the search for the data that are unexpected
relative to these beliefs.

In the works cited above, the data that were considered were
classical structured data stored into tables of relational databases
where each line (or transaction) is described by features (or items)
and the patterns extracted are either itemsets (emerging patterns,
strong emerging patterns) or rules (exception rules, unexpected
rules). In the case of more complex data such as time-series, video
streams or texts, other approaches are required to handle them and
discover interesting knowledge. In this paper we focus on text data
that is the most frequent form of data available in digital libraries,
or on the Internet, for watchers. The objective is then to discover
unexpected information in the sense that they were previously un-
known from the user.

Among the first works that focused on that subject, we may cite
the TDT initiative (Topic Detection and Tracking2) launched by the
DARPA in 1996 and that aims to identify new events in a stream of
news [2,43]. The main approaches proposed in TDT rely on incre-
mental classification algorithms, nearest neighbor and probabilistic
models. More recently a challenge has been organized on the theme
of Novelty detection in the framework of the TREC conference.3 In this
context, novelty or new information has been defined as ‘‘answers to
the potential questions representing a user’s request or information
need” [18]. Nevertheless, the dataset proposed for TREC 2003 is made
up of sentences and not full texts [35]. Moreover, the list of docu-
ments provided, that is sentences for TREC or news for TDT, is sorted
in a chronological order. Thus, the problem to be solved rather con-
sists in searching for new documents over time such as in [6]. In such
conditions, most systems propose to identify, using a similarity mea-
sure, a relevant document by comparing it with the preceding and
consecutive ones in the dataset. Nevertheless, in various applica-
2 http://www.nist.gov/speech/tests/tdt.
3 The ‘‘novelty detection” challenge was held for the first time at TREC 2002. The

papers presented to this conference and next ones are available at the URL: http://
trec.nist.gov.
tions, such an approach is not relevant because the dataset is not
chronologically sorted. This is the case in the context of technology
watch where watchers have to identify texts describing technologi-
cal innovations in scientific text corpora but also Web pages or data-
sheets for which they do not get any information about the release
date. Other works have focused on the detection of emergent topics.
Thus, Bun et al. [3,4] have proposed a system that may observe the
changes that appear in a set of Web sites and that point out the
emergent themes from words contained in those modified pages.
Nevertheless, with such a strategy, the system is not able to find
an unexpected information on a Web site during its first visit. Mat-
sumura et al. [23] have also designed a system for emergent topics
discovery based on Web communities. After having classified com-
munities made up of members sharing common interests, the sys-
tem analyze and visualize co-references between pages using the
KeyGraph algorithm [25]. In that context, the emergent topics are
Web pages that are interesting for several communities. The main
weakness of this system is that it assumes such communities could
be defined and that Web pages could be assigned to them.

WebCompare designed by Liu et al. [20] is probably the system
which is the most related to our interest. It is intended to provide
some technology watch facilities. The user has to specify the URLs
from its competitors’ Web sites. Then WebCompare is able to dis-
cover the pages that contain unexpected information with respect
to the user’s Web site. The unexpectedness of a Web page is calcu-
lated using a measure based on the TF � IDF paradigm, as the mea-
sures proposed for the UnexpectedMiner system presented in [15].
This latter system we designed previously aims to extract, from
text corpora, documents that are relevant to the user because they
contain previously unknown information that may interest him.

Nevertheless, one important feature of documents that is not
taken into account in these works is their structure. Recent studies
in information retrieval, classification and clustering, and more
generally information mining [12,41,29,8,9,44,42] have shown
the interest of taking the structure of documents into account. In
particular, the continuous growth of XML data repositories has
led to the development of content oriented XML retrieval which fo-
cuses on exploiting the available structural information of docu-
ments to implement more efficient information retrieval systems.
Hence, the Initiative for Evaluation of XML Retrieval (INEX4), pro-
vides since 2002 large test collections and appropriate scoring meth-
ods for evaluating such systems. In the framework of new
information discovery, taking the structure into account seems to
be also justified because one can see that each part of a document
does not have the same impact (weight) and we can expect it to
be the same for their terms. In fact, in the domain of technology
watch, the documents we have to analyzed are most of the time
strongly structured. Indeed, they are scientific papers, or abstracts
of Ph.D. thesis made up of clearly identified parts such as title,
authors, keywords, abstract, sections, etc. It is the same with patents
or information spread on the Web in the form of structured XML
files. One important feature of our system is to be able to take into
account the structure of documents that are processed.

Next section presents the global architecture of the system we
designed, and called UnexpectedMiner, to automate the discovery
of unexpected information in text corpora. Section 3 presents
two ways of representing documents depending on if we take
the structure into account or not. Section 4 shows how our system
is able to take into account the structure of the documents in order
to discover the unexpected information more accurately. Section 5
presents the various measures we proposed to mine unexpected
information in texts. Section 6 presents some experiments we
4 http://inex.is.informatik.uni-duisburg.de/2007/.
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made to show the efficiency of each measure with respect to each
other before we conclude with some future works.

2. Architecture of the unexpectedminer system

We have developed the UnexpectedMiner system that aims to
extract documents that are relevant to a watcher from a corpus
of documents inasmuch as they deal with topics that were unex-
pected and previously unknown to the manager. In addition, the
system must specifically treat the watcher’s request without rely-
ing to any large extent on her or his participation. Finally, an
important feature we wanted to build into our system is genericity,
i.e. the system must not be dedicated to a particular field or topic.

Keeping in mind those objectives, we proposed a system made
up of several modules as illustrated in Fig. 1.

In the first stage, the watcher specifies his needs by producing
some reference documents. In the remainder of this article, this
set of documents shall be designated by R. In practice, between
ten and twenty documents should be enough to target the scope
of interest for the technology watch. The system must then review
new documents from various corpora made available and retrieve
unexpected information that may be innovative. This set of new
documents shall be referred to below as N.

Sets R and N undergo a pre-processing stage. The module de-
signed for that purpose includes a number of conventional process-
ing steps such as removing irrelevant elements and stop words
from the documents (logos, url, tags, etc.) and carrying out a stem-
ming process on the words of all the sentences. Finally, each doc-
ument is classically represented in vectorial form (see next
section). Some similarity measures are then used in order to re-
trieve documents of N that are similar enough to documents of R,
what builds the set S.

The documents of S are then processed in order to discover
unexpected documents among them. In fact this task constitutes
the core of the UnexpectedMiner system. The purpose of the unex-
pectedness module is to find the documents of S that contain unex-
pected information with respect to that contained not only in the
reference documents R but also in the document subset S extracted
in the previous stage. Indeed, a document is highly unexpected
when it deals with topics that are found neither in any other doc-
ument of S nor in any document of R. This module is described in
detail in Section 5.

At the end of the whole process, the system returns a list made
up of all the documents of S ordered by decreasing unexpectedness
order. The first elements of that list are the most unexpected doc-
uments of S according to the system.
Set R of Reference documents
proposed by the watcher

Corpus N of New documents

Abstract
representation of R

Abstract
representation of  N

PREPROCESSING

PREPROCESSING

SIM

Fig. 1. Unexpected miner
3. Document representation and similarity detection

3.1. Standard representation

One of the most widely used document representation in infor-
mation retrieval is the vectorial form, first introduced by Salton
and McGill [31].

In this model, an index lists all the terms t1; t2; . . . ; tm contained
in the set of documents. Each document dj is then represented by a
vector of weights ~dj ¼ ðw1;j;w2;j; . . . ;wm;jÞ where wi;j represents the
weight of the term ti in the document dj. If the term ti does not ap-
pear in the document dj then wi;j ¼ 0.

To calculate the weight of a term in a document we usually use
the TF � IDF formula. TF (Term Frequency) measures the relative
frequency of a term ti in a document dj and is defined by:

tfi;j ¼
fi;j

maxhfh;j

where fi;j is the frequency of the term ti in the document dj. The
more frequent the term ti in the document dj, the higher tfi;j.

IDF (Inverse Document Frequency) measures the discriminatory
power of a term ti and is defined by:

idfi ¼ log2
C
ni
þ 1

where C is the size of the set of documents and ni is the number of
documents that contain the term ti. The more rare the term ti in the
set of documents, the higher idfi. Practically, the inverse document
frequency of a term ti is more simply calculated by:

idfi ¼ log
C
ni

The weight wi;j of a term ti in a document dj is then obtained by
combining the two previous criteria:

wi;j ¼ tfi;j � idfi

This weight is large when the term ti is frequent in the whole doc-
ument dj and rare in the others.

3.2. Taking the structure into account

Our system integrates this representation technique by adapt-
ing it in order to take into account the structure of the documents.
Indeed, we propose to calculate the number of occurrences of a
term in each part of the document instead of the whole document.
Then, doing a weighted sum of these numbers of occurrences we
Subset S of documents
from N similar to reference

documents R

Unexpected documents
+

Unexpected terms

UNEXPECTEDILARITY

system architecture.



Table 1
Examples of values for the ranking function.

Position of errors Value of the ranking function

8, 9, 10 0.3361
3, 4, 7 0.7262
1, 6, 10 1.2667
1, 2, 3 1.8333
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are able to calculate the global weight of each term in the
document.

Thus, if in the documents processed by the system, we distin-
guish k different parts, the importance of each part l is given by a
coefficient scl, that we called structuring coefficient such that:

Xk

l¼1

scl ¼ 1

The weight of a term ti in a document dj is then calculated in that
way:

wi;j ¼ k
Xk

l¼1

scl � tf l
i;j � idfi

with

tf l
i;j ¼

f l
i;j

maxhfh;j

where f l
i;j is the frequency of the term ti in the part l of the document

dj

We may note that assigning the same value 1
k to each coefficient

leads to the vectorial representation of Salton. Then we have to
determine the specific values of the structuring coefficients that
have to be assigned to each part of the documents in order to effec-
tively take the structure into account. Those values have to be
linked to the relative importance of each part. For example, for
documents splitted into three parts (title, keywords and body),
one could decide for one dataset to assign the first part a coefficient
twice higher than the other parts (that is we would define a
weighting vector such as (0.5, 0.25, 0.25)) whereas for another
dataset where keywords are more important, we could define a
weighting vector such as: (0.25, 0.5, 0.25). In fact, even within
the help of an expert, defining the structuring coefficients is a dif-
ficult task. It is the reason why we decided to make the system
learn them automatically from a subset of the considered textual
database to be processed.

3.3. Retrieval of similar documents

The goal of the second module of the UnexpectedMiner system is
to extract from the database N new documents which are the most
similar to the reference documents R provided by the watcher. The
similarity sjk between a new document dj 2 N and a reference doc-
ument dk 2 R is equal to the cosine measure, commonly used in
information retrieval systems. It is equal to the cosine of the angle
between the vectors that represent these documents:

sjk ¼
~dj �~dk

j~jj � j~kj

where

~dj �~dk ¼
X

i

wi;j �wi;k

j~jj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i¼1;m

w2
i;j

s

The mean similarity sj of a new document dj 2 N with the set of ref-
erence documents R is equal to:

sj ¼
1
jRj
XjRj
k¼1

sjk

After classifying the mean similarity of new documents in the
descending order, a subset S is extracted from N. This is the set of
the new documents that are the most similar to those supplied as
reference documents by the watcher.
4. Choosing the structuring coefficients

We have seen in the previous section that in order to take the
structure of documents into account while discovering unexpected
information, we introduced some structuring coefficients in the
calculus of each weight of terms in documents. Those coefficients
have to be determined and the purpose of this section is to explain
the process we implemented in the UnexpectedMiner system. Our
aim is to make the system automatically determine the best struc-
turing coefficients.

Hence, the objective is to search, using a sample set for which
we know some of its documents contain unexpected information,
the weighting vector that allow the system to discover these unex-
pected documents in the best way. The problem may be laid down
in term of optimization techniques. To do so we have to specify an
objective function, used to compare the various weighting vectors,
that we have to maximize.

To build such a function, we may observe that, for each tested
configuration (e.g. weighting vector), when the UnexpectedMiner
system has finished to process the sample set, we get a list of doc-
uments sorted by decreasing unexpectedness order. Nevertheless,
this ranking may unfortunately contain some documents that are
not really unexpected. That means the system made a mistake each
time such a document appears in the list. Nevertheless, the error is
more important if it concerns a document at the beginning of the
list rather than at the end. The objective function we have defined
to quantify these ranking errors takes into account the position of
the errors in the ordered list of unexpected documents. If the sys-
tem extracts m documents, then the objective function for a config-
uration Ci is defined by:

fCi
¼
Xm

j¼1

1
r
� ½j�

� �

where ½j� is equal to 1 if the document dj, that appears at the rth po-
sition, is not unexpected and 0 elsewhere. Thus, an error at the first
position costs 1 whereas an error at the tenth position only costs
0.1. The weaker the value of the function, the better the ranking
of the documents.

Let us suppose for example that we require the system to ex-
tract ten unexpected documents and that it makes three mistakes,
the Table 1 gives some examples of values for the ranking function
depending on the position of the errors made by the system while
ranking the unexpectedness of these ten documents.

Finding the good configuration for the structuring coefficients
that leads to the best ranking for the unexpected documents is
equivalent to minimize the ranking function. To do so, we could
calculate the value of this function for all the possible configura-
tions and keep the one that leads to the lowest value of the ranking
function. Such a process in nevertheless not realistic because the
coefficients are real numbers and then it exists an infinite number
of configurations to be tested. Moreover if we wanted to restrict
the number of configurations to be tested by fixing a step between
two possible values for a coefficient, the number of configurations
would still remain large even when the number of parts of the doc-
uments is not large.

To solve this optimization problem, we have chosen to use a
simulated annealing method [16]. The main idea of this method
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is, starting from an initial configuration, to make it go through
some small changes step by step. If a change increases the value
of the objective function, then it is kept. If it decreases the value
of the objective function, then this configuration is kept with a
probability p that depends on a combination of that decrease and
the step of the process. In that way at the beginning of the process
it is easier to accept an important change whereas at the end, when
we are near the best solution, it becomes harder to accept even a
little change. This probability is calculated using a Gibbs–Boltz-
mann distribution. To skip from a configuration Ci to a configura-
tion Cj, we calculate the variation Dfij ¼ f Cj � fCi of the objective
function and the probability Pði; jÞ to accept this transformation
is then defined by:

Pði; jÞ ¼ 1 if Dfij 6 0

Pði; jÞ ¼ exp�
Dfij

t if Dfij > 0

(

t is a control parameter equal to kT where T is the temperature and k
is the Boltzmann’s constant which is equal to 6.18E-23. This defini-
tion for the probability perfectly fit the requirements that is, if the
temperature T is high, then a large number of transformations will
be allowed and if it is low, only the transformations that improve
the solution will be accepted. To determine if a new configuration
is accepted, a random number is chosen between 0 and 1, and then
compared to Pði; jÞ. If Pði; jÞ is smaller, the solution is accepted, else it
is rejected. Then the process iterates either with the new configura-
tion or with the last one. All along the process, the best configura-
tion is stored in memory.

Decreasing the temperature is done step by step and for each
step, a given number of transformations are tried. Thus, each tested
configuration belongs to the neighborhood of the current one and
the configuration space is traversed without having all the config-
urations tested.

In this process, the neighborhood of a configuration and the
decreasing value have to be fixed by the user. The neighborhood
is defined using a step between two consecutive possible values
for a coefficient; which is equivalent to state a valid interval for
the coefficient of each part of the documents. Each coefficient
can vary in that interval during a transformation. The only condi-
tion we have to assume is that the sum of the coefficients remains
equal to 1. For example, if the current configuration is (0.05, 0.37,
0.58) for a document containing three parts and we allow a change
of �0:02 for each weight, then a configuration in its neighborhood
could be (0.06, 0.38, 0.56) or (0.03, 0.38, 0.59).

The initial temperature must be high enough at the beginning of
the process to allow a large number of transformations to be ac-
cepted. Kirkpatrick et al. [16] proposed to choose a temperature t
and then try some transformations and calculate the ratio of ac-
cepted transformations. If it is at least equal to 80% we can keep
t as initial value, either, we multiply its value by two and try the
initialization again.

The decreasing function g for the temperature is usually a geo-
metric function g ¼ lt with 0 < l < 1. If we choose a value far
from 1, we may make the temperature decrease too rapidly. A good
choice, according to Kirkpatrick is between 0.85 and 0.95.

The number of steps for the change of the temperature depends
on the decreasing function. It must be chosen in such a way that, at
the end of the process, the temperature is low enough for that no
other transformation to be accepted. The value of t must be
approximately equal to 5% of its initial value according to
Kirkpatrick.

5. Unexpectedness measures

We have proposed four measures for assessing the unexpected-
ness of a document.
5.1. Measure 1

The first measure is derived directly from the criterion proposed
by Liu et al. [20] for discovering unexpected pages on a Web site. It
is defined by:

M1ðdjÞ ¼
Pm

i¼1U1
i;j;c

m

with

U1
i;j;c ¼

1� tfi;c
tfi;j

if tfi;c=tfi;j 6 1

0 else

(

where dj is a document in S and Dc ¼ R [ S� fdjg is the document
obtained by combining all the reference documents in R with the
similar documents except dj.

The main drawback of this measure is that it gives the same va-
lue for both terms ti and ti0 that occur with different frequencies in
a new document dj 2 S once these terms do not occur in Dc (in
other words, in the other documents in R [ S� fdjg). Now it would
be desirable to get an unexpectedness value U1

i;j;c for ti greater than
the value U1

i0 ;j;c found for ti0 when ti is more frequent than ti0 in dj.
This is particularly the case when ti pertains to a word that has
never been encountered before whereas ti0 is a misspelled word.
This consideration led us to propose and experiment other mea-
sures for assessing the unexpectedness of a document.

5.2. Measure based on term frequency (M2)

With the second measure, the unexpectedness of a term ti in a
document dj 2 S with respect to all the other documents Dc is de-
fined by:

U2
i;j;c ¼

tfi;j � tfi;c if tfi;j � tfi;c P 0
0 else

�

Just as in M1, the unexpectedness of a document dj is equal to the
mean of the unexpectedness values associated with the terms rep-
resenting dj:

M2ðdjÞ ¼
Pm

i¼1U2
i;j;c

m

This second measure gets rid of the drawback in the first one. In-
deed, if we consider the previous example, if the term ti occurs
more frequently than ti0 in document dj and that neither appear in
Dc , then:

U2
i;j;c > U2

i0 ;j;c

However, none of these two measures takes into account the dis-
criminatory power of a term as expressed by IDF. This inadequacy
can partially be overcome by combining all the documents. None-
theless, it seemed to us valuable to design unexpectedness mea-
sures that make direct use of this information, as with the two
methods described below.

5.3. Measure based on discriminatory power (M3)

The third measure makes direct use of the discriminatory power
idfi, of the term ti by evaluating the unexpectedness of a document
dj through the sum of the weights wi;j of the terms ti that represent
it (remember wi;j ¼ tfi;j � idfi):

M3ðdjÞ ¼
Xm

i¼1

wi;j

With this measure, two documents dj and d0j may nonetheless have
same unexpectedness value in spite of the fact that the weights of
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the terms representing the first document are equal while those for
the second document are very different.

5.4. Measure based on the highest weight (M4)

To overcome the limitation of M3, the fourth measure we pro-
posed assigns the highest weight in a document’s vector of repre-
sentation as that document’s unexpectedness value:

M4ðdjÞ ¼max
l

wl;j

Tests have been performed to evaluate this system and compare the
various measures, these are described in the next section.

6. Experiments

As we are mainly interested in this article in the discovery of
unexpected information, we focus in this section on the efficiency
of the unexpectedness module. We tested it depending on it takes
the structure of the documents into account or not. In the first case,
the documents were represented by the model introduced in Sec-
tion 3.2 while in the second case they were described by the stan-
dard vectorial model. The initialization of the simulated annealing
algorithm were done with random values assigned to the structur-
ing coefficients.
Table 2
Values of the ranking function for the unexpectedness module, not taking the
structure into account.

Measure Value of the ranking function

M1 2.07
M2 1.11
M3 1.31
M4 0.75

Table 3
Value of the ranking function for the unexpectedness module, taking the structure
into account.

Measure Values of the ranking function

M1 2.05
M2 1.11
M3 0.89
M4 0.59
6.1. Corpora and evaluation techniques

We did a set of experiments on five corpora we built in various
domains using our own expertise and the one of a professional
watcher. For each experiment, the set R of reference documents
were made up of 20 English scientific papers dedicated to a main
domain of interest. The set N contained 2000 new documents from
which 200 documents (the ideal set S of similar documents to doc-
uments of N) were related to that main domain of interest. From S,
18 documents contained unexpected information according to the
watcher. The 1800 remaining documents of N, not related to the
main domain of interest, were papers about various other domains.

As we wanted to focus our experiments on the evaluation of the
unexpectedness module, we therefore considered the set S made up
of the 200 documents related to the main domain of interest as the
input of the unexpectedness module. Let us recall that given R and S
the unexpectedness module returns a list made up of all the docu-
ments of S ordered by decreasing unexpectedness order. The first
elements of that list are the most unexpected documents of S
according to the system. The criteria we used to evaluate the unex-
pectedness module are those commonly used in the information re-
trieval community, that is precision and recall [40]. In the context of
our system, precision gives the percentage of documents extracted
by the system that are truly unexpected. Recall measures the per-
centage of truly unexpected documents discovered by the system.
The experiments we made on our five corpora provided some sim-
ilar results, thus the tables and charts given in the next section have
been calculated as the mean of the results obtained on each exper-
iment made on each one of the five corpora. As we knew S contained
at most 18 truly unexpected documents in each one of the five cor-
pora, we drew the charts for precision and recall criteria in the fol-
lowing way. For all n between 1 and 18 we considered the n first
documents of the ordered list of unexpected documents returned
by the system and counted the number ntruly of truly unexpected
documents from those n documents. Precision were then given by
ntruly�100

n and recall by ntruly�100
18 . Fig. 2 illustrates those criteria. N is

the set of 2000 new documents provided by the watcher, S is the
set of 200 documents from N that are similar to the 20 reference
documents R. Truly unexpected documents in S are noted tu while
documents of S that are not unexpected are noted nu (we do not
draw 200 documents in S in that figure due to space limitation of
course). Now for example, if n ¼ 9 and the 9 first documents of
the list returned by the system are those in the dotted ellipse, we
get precision ¼ 6�100

9 ¼ 66% and recall ¼ 6�100
18 ¼ 33%.

6.2. Evaluation of unexpectedness measures

The values of the ranking function obtained for each measure
are given in Table 2 (without the structure) and Table 3 (with
the structure).

The value of the ranking function being higher when errors
were made at the beginning of the sorted list, it seems that mea-
sure M4, based on the highest weight, and measure M3, based on
the weights of terms, really return as first documents of the or-
dered list, some truly unexpected documents. Measures M1 and
M2 seem to generate some errors at the first positions of the sorted
list returned by the system. Moreover, we can see that taking the
structure of documents into account improves the efficiency of
the unexpectedness module. Indeed, we may see in that case the
value of the ranking function decreases significantly for measures
M1;M3 and M4.

Measure M4, based on the highest weight, gives the best results
while measure M1 generates the worst, as well as taking the struc-
ture into account or not.

Figs. 4, 6, 8, 10 on one hand, and Figs. 3, 5, 7, 9 on the other hand
compare the efficiency of each measure taking the structure into
account or not.
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Fig. 3. Measure M1 without structure.
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Fig. 4. Measure M1 with structure.
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Fig. 5. Measure M2 without structure.
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Fig. 6. Measure M2 with structure.
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Fig. 7. Measure M3 without structure.
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Fig. 8. Measure M3 with structure.
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Without taking the structure into account, only the measure M1
makes a mistake, since the precision value is equal to 0%, consider-
ing the first document of the ordered list returned by the system
(Fig. 3) while the value is equal to 100% for the other measures
(Figs. 5, 7, 9). The results achieved while taking the structure of
documents into account are more satisfactory. Indeed, if they are
relatively unchanged for measures M1 and M2 (Figs. 4 and 6), they
are really better for M3 and M4 since the system only makes its
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Fig. 10. Measure M4 with structure.
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Fig. 9. Measure M4 without structure.

428 F. Jacquenet, C. Largeron / Knowledge-Based Systems 22 (2009) 421–429
first mistake while returning the fifth or the sixth supposed unex-
pected document (Figs. 8 and 10). Measure M4 remains the best
one whatever the number of unexpected documents requested to
the system is, with or without taking the structure into account. In-
deed, using M4 we may see that in the ordered list of documents
returned by the system, among the 18 first documents, 15 docu-
ments are truly unexpected. Remember that from the 200 docu-
ments processed by the unexpectedness module we know that
only 18 are truly unexpected ones. Using M4 and the structure of
the documents, we can also see that the four first documents in
the ordered list of documents returned by the system are truly
unexpected ones. That means watchers may feel confident about
the results obtained using UnexpectedMiner in that configuration.
7. Conclusion

In this paper we have presented a system, called Unexpected-
Miner that we designed in order to discover unexpected documents
from text corpora. We have shown how it was possible to take into
account the structure of documents to improve its efficiency. Then
we provided four measures to characterize the unexpectedness of a
document with respect to a set of other documents.

Our experiments brought to the fore that taking the structure of
the documents into account may significantly improve the effi-
ciency of the UnexpectedMiner system to discover several unex-
pected documents, without any mistake, from a set of documents
related to various domains.

In the future we want to mainly focus on improvements of the
unexpectedness module which is the core of the system. In that
way, increasing the efficiency of the automatic inference of struc-
turing coefficients is an interesting domain of research that could
significantly improve the overall results of the UnexpectedMiner
system.
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