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A variety of indicators have been created to measure the research performance of journals, scientists, and insti-
tutions. There has been a long-running debate on the use of indicators based on citation counts to measure
research quality. The key argument is that using indicators based on raw citation counts to evaluate research
quality lacks measurement validity. Traditional reference formats do not present any quality related evaluations
of the citing authors toward their references. It can be argued that the strength of peer evaluation to a research
output, which is taken to represent its quality, is the elementary unit in the evaluation and comparison of re-
search performance. A good candidate for evaluating a piece of research is a researcher who cites the research
and knows it well. By accumulating different citing authors' evaluations of their references based on a uniform
evaluation scheme and synthesizing the evaluations into a single indicator, the qualities of research works,
scientists, journals, research groups, and institutions in different disciplines can be assessed and compared. A
method consisting of three components is proposed: a reference evaluation scheme, a new reference format,
and a new indicator, called the average evaluation intensity. This method combines the advantages of citation
count analysis, citation motivation analysis, and peer review, and may help to advance the debate. The potential
advantages of andmain concerns about the proposedmethod are discussed. The proposedmethodmay serve as
a preliminary theoretical framework that can inspire and advance a quality-oriented approach to the evaluation
of research performance. At the current stage, it is best to treat the proposedmethod as speculation and inspira-
tion rather than as a blueprint for practical implementation.

© 2015 Elsevier Inc. All rights reserved.
1. Introduction

Greater competition for limited academic resources results in
more selective decision-making processes in relation to research
resource allocation (King, 1987). Ideally, the award of honors,
appointments, promotions, and funding allocation, all of which
involve millions of researchers and billions of dollars in research
funding every year, is based on candidates' scholarly merit. However,
it is a difficult task to evaluate the performance of scholarly merit of
research works, scientists, and research entities (Bridges, 2009).
On the other hand, the criteria used in research performance
evaluations influence how scientists conduct research, which further
influences the progress of scientific research (Alberts, 2013; Fanelli,
2012; Moed, 2007). Thus, the quality of the methodology used in
research performance evaluation has an impact on the progress of
science (Nallamothu & Lüscher, 2012).
ity and the Australian National
2. Problem statement

The currentmethods used in evaluating the performance of research
works, scientists, journals, research groups, and institutions have prom-
inentweaknesses. Great progress has beenmade in attempting to assess
research impact using indicators based on citation counts. However,
such measures have not captured the essence of research quality.
Using indicators based on raw citation counts to evaluate research qual-
ity lacks measurement validity. A main criticism is that these indicators
(and other methods with the exception of peer evaluation) basically
look at the correlation between extrinsic features with research quality
but do not explore intrinsic characteristics of research quality (Bridges,
2009). Combining multiple indicators does not improve this situation
and hence cannot substantially enhance research evaluation. The use
of these measures in the evaluation of research performance may
drive researchers to change the extrinsic features of their work but do
nothing to improve research quality (Bridges, 2009). To date, there is
no single measure or approach that can evaluate research performance
effectively.

Although the evaluation of research performance concerns wide in-
terests and has been broadly explored, little research has directly and
systematically addressed the basic questions: what should bemeasured
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to evaluate research performance and how should it be measured? The
present research starts from these basic questions to reconsider the
issue of research performance evaluation. It explores the possibility of
developing a single measure that can evaluate research performance
effectively and efficiently. Following the line of research on using
citation analysis to assess the performance of researchworks, scientists,
journals, research groups, and institutions, this research suggests a
potentially more effective approach to resolving this problem that has
been debated for decades. This research will help people gain deeper
understanding of the issues related to research performance evaluation
by redirecting attention away from the current use of impact-oriented
indicators toward quality-oriented indicators, and suggesting that the
process of research performance evaluation should be more interactive,
transparent, and public.

3. Literature review

Taking research activity as a production procedure, themethods used
in the evaluation of research performance have evolved in fourmain cat-
egories: input-based, output-based, usage-based, and judgment-based
(Table 1). First, research needs inputs of human labor, funds, and
facilities. The indicators based on research inputs, such as calculating
the sum of research funds and number of active researchers (Martin &
Irvine, 1983), represent a resource-based view of research performance.
This approach assumes that research resources are allocated based on
the scholarly merit of research work, scientists, and/or research entities.
It is expected that better research is more likely to get support. Themore
research resources an entity controls, the stronger its research ability. On
the other hand, the indicators based on research outputs take a produc-
tivity-based view of research performance. They consider that the num-
ber of research outputs an entity can produce ismore important than the
research resources it has. They assume that publication is a good outlet
for presenting research results and a good way to exhibit scholarly
merit. The more publications, the greater the contribution made to the
progress of science and society. For example, a commonmethod is to cal-
culate the number of publications (per researcher) (e.g., Martin & Irvine,
1983), especially within a certain spectrum of recognized academic
journals (so-called top or leading journals) (e.g., Clark, Au, Walz, &
Warren, 2011). Such indicators assume that all publications, especially
in the same outlets, have equal scholarly merit. But these assumptions
are not true (Martin & Irvine, 1983). Top research can be found in low-
ranking journals (Hussain, 2011), while articles appearing in top journals
may have problems or even serious mistakes. The perceived quality of
the papers and the rankings of the journals in which they appear are
not consistently correlated (Paul, 2008).

Research does not end with the publication of scientific reports or
articles. In a broad sense, the research cycle should include readers'
feedback, which may prolong the final judgment on the merit of a
piece of work. The indicators based on research outputs do not show
how readers respond to a researcher's works. A number of indicators
have been proposed based on people's usage of research outputs, as
reflected by their behavior, such as downloads (Bollen & Sompel,
2008) and readings (Darmoni, Roussel, Benichou, Thirion, & Pinhas,
2002). The indicators based on usage data measure some aspects of re-
search impact on society, and are assumed to be associated with schol-
arly merit. In addition to those peripheral usages, an important usage of
research outputs is citation, which represents a major form of usage of
research outputs in the scholarly community.

Studies of the relative importance of scientific journals based on ref-
erence counts originated more than 80 years ago and initially aimed to
help college librarians in the United States select journals for their col-
lections (Archambault & Larivière, 2009; Gross & Gross, 1927). Follow-
ing this inspiration, in around the 1950s to 1970s, the journal impact
factor (average number of citations per item published within a specific
period of time, e.g., two years) was developed to evaluate the impor-
tance of scientific journals (Garfield, 1955, 1972). Since then, other
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quantitative indicators based on citation counts have been proposed
(Pendlebury, 2009). In particular, the Eigenfactor and h-index have
been used to assess academic journals' and scientists' performance
(Bergstrom, West, & Wiseman, 2008; Bornmann & Daniel, 2008;
Hirsch, 2005). Indicators based on citation counts have been widely
used to evaluate the impact of articles, scientists, journals, research
groups, universities and their departments, and nations (Borgman &
Furner, 2002; Moed, 2005), as well as their quality in general
(Warner, 2000).

The basic assumptions supporting the use of indicators based on
citation counts to measure research quality are that authors cite previous
studies because of their scholarly merits (Nieminen, Carpenter, Rucker, &
Schumacher, 2006) and they treat each citedwork positively and equally.
However, citations may not represent scholarly merit, as many factors
affect an author's citing behavior (Brooks, 1986; Camacho-Miñano &
Núñez-Nickel, 2009), and some have no apparent relationship with
quality, such as the accessibility of the journals and the language of the
articles (Borgman & Furner, 2002; Bridges, 2009;Moed, 2005). Indicators
based on citation counts have an inherent weakness, namely that they
disregard citationmotivations. The results of a number of previous studies
on citation functions and motivations do not support the basic assump-
tions of indicators based on citation counts. For example, Teufel,
Siddharthan, and Tidhar (2006a) proposed an annotation scheme for
the citation function and found thatmore than 60% of citationswere neu-
tral. Kacmar and Whitfield (2000) examined how each article that was
referenced was used by the citing authors in two important journals in
management science. They found that the vast majority of the articles
just listed the references, rather than using them as an integral compo-
nent. Such references should not be regarded as being as important as
those which serve a specific function in the development of an author's
argument. The ranking of papers based on the number of central citations
(e.g., testing ideas posited in the cited article)was different from the rank-
ing based on the total number of citations. Thus, it is “impractical to use
the citation as a unit ofmeasurement for the study of information transfer
and information use” (Cano, 1989, p. 289). Furthermore, un-cited work is
inappropriately considered to be unnecessary, unused, or to have less
merit than cited work (MacRoberts & MacRoberts, 2010).

Many scientists and editors have questioned the rationality of using
indicators based on citation counts to measure research quality (Frey &
Rost, 2010; Kostoff, 1998; Leydesdorff, 2008; Seglen, 1997; Smith, 1981)
and deem them arbitrary (Colquhoun, 2003; Editorial, 2006). Some em-
pirical studies foundno correlation between an article's research quality
as judged by expert peers and the number of citations received by that
article (Nieminen et al., 2006; West & Mcllwaine, 2002). Highly cited
papers do not necessarily report breakthrough research or even make
a significant contribution (Aksnes & Rip, 2009; Tijssen, Visser, & van
Leeuwen, 2002). Although various indicators based on citation counts
have been suggested, mathematical improvement alone cannot in-
crease the validity of such indicators (Leydesdorff, 2008) if the original
variables do not capture the essence of research quality. Rather, they
measure only a fraction of the research influence in society
(MacRoberts & MacRoberts, 2010; Nallamothu & Lüscher, 2012).

“Impact may be easy to measure and audit, but relevance
(i.e., whether the research meets societal requirements) is not”
(Nightingale & Scott, 2007, p. 547). In view of the coarseness of indica-
tors based on citation counts, some scientists argue for a return to using
peer review in evaluating research performance (Alberts, 2013; Ball,
2005; Editorial, 2005; Lehmann, Jackson, & Lautrup, 2006; Willcocks,
Whitley, & Avgerou, 2008). Traditional peer review processes are usual-
ly undertaken by a (relatively small) group of selected experts within a
(relatively short) period of time. Peer review plays a key role in deter-
mining social relevance and scientific excellence and is the main form
of decision making related to the evaluation of research performance
(Nightingale & Scott, 2007). Traditional peer review is an evaluative ap-
proach based on human cognitive judgment. It assumes that scholarly
merit can be adequately identified by such a small-scale cognitive
appraisal process. However, traditional peer review also has significant
weaknesses. It is qualitative, high cost, time-consuming, subjective, and
not transparent. Particularly when there are many research works that
need to be assessed, peer review is ineffective (Pendlebury, 2009). In
addition, peer review does not always do a good job on emerging topics,
when handling a broad range of views, or identifying genuinely excel-
lent research (Moed, 2007; Nightingale & Scott, 2007; Zitt &
Bassecoulard, 2008). The expertise and representativeness of peer re-
viewers have beenquestioned (Bence &Oppenheim, 2004). It is difficult
to identify and appoint themost appropriate reviewerswho are familiar
with the research subjects being measured and who can give fair judg-
ments (Abramo & D'Angelo, 2011). Moreover, peer judgment may be
influenced by social, political, and cognitive factors other than scholarly
merit (Moed, 2005). Thus, some researchers may consider traditional
peer review as “no more than a partial indicator of contributions to sci-
entific progress” (Martin, 1996, p. 350). In view of this dilemma, a num-
ber of researchers support the use of bibliometric indicators as
complements or supplements to traditional peer review in the research
assessment process, to compensate for its limitations (Moed, 2007;
Pendlebury, 2009; van Raan, 2005b), reduce the workload of peer re-
view panels, and mitigate the problem of implicit bias (Taylor, 2011).

4. A quality-oriented approach

4.1. Five basic questions on research performance evaluation

To address the issue of research performance evaluation, five basic
questions should be considered. For all science performance evaluation
indicators, there is a fundamental question:what is beingmeasured and
compared? The primary goal of conducting research is to produce new
scientific knowledge that can advance scientific progress (Martin &
Irvine, 1983). Scientific knowledge includes basic knowledge (improv-
ing human understanding of real world phenomena) and applicable
knowledge (useful and satisfies societal needs) (Frey & Rost, 2010;
Lee, 2006; van Raan, 2005b). A piece of research should address what
scientific knowledge it produces and how it produces that scientific
knowledge. Therefore, the quality of a piece of research can be under-
stood as its substantive contributions to scientific knowledge, enhanc-
ing people's understanding of the world and/or solving actual
problems based on rigorous, original, and error-free work, presented
in a clear, logical manner. Themost important concern in the evaluation
of research performance is how many contributions a research work,
scientist, or an entity canmake or hasmade to scientific knowledge. Re-
search quality is also called scholarly merit (Andres &Wang, 2012) and
“should be considered the essence of scientific research” (Frey & Rost,
2010, p. 2). Based on this definition of research quality, it is generally
believed that higher quality research is more likely to contribute effec-
tively to desired social outcomes than lower quality research (Moed,
2007). In contrast, research impact generally refers to “a recorded or
otherwise auditable occasion of influence from academic research on
another actor or organization” (Public Policy Group, 2011, p. 11). It is
extrinsic and influenced by the quality of a piece of research. Thus, re-
search quality is more essential than research impact in research evalu-
ation. Therefore, as research outputs are the products and outcomes of
research activities, it is the quality of research outputs, not their re-
search impact, which should bemeasured and compared in the evalua-
tion of the performance of research and its components.

Quality has twofold nature. One component is objective, and is the
inherent quality of the work. The other component is subjective,
which means that it depends on the recognition or judgment of other
scientists (Eppler, 2006; Martin & Irvine, 1983). “Quality assessments
require human judgment” (Pendlebury, 2009, p. 6). What constitutes
scientific knowledge depends on the cognitive evaluation (Moed,
2007) and recognition of the scientific community (Lee, 2006). Thus, it
is appropriate to assume that themeasure of the judgments of other sci-
entists is a valid reflection of research quality. More specifically, peer



Table 2
Reference evaluation scheme.

Category Description Abbreviation Intensity

Weak Medium Strong

1 2 3

Positive Agree, reinforce P P1 P2 P3
Negative Disagree,

criticize
N N1 N2 N3

Neutral Zero evaluation Z Z
Non-evaluative Abstain, inform,

contrast
A A or without

a code
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recognition of research, which is taken to represent its research quality,
should bemeasured and compared. “In order to make a fair comparison
one should first define a cognitive unit of analysis” (Leydesdorff, 2005,
p. 1511). In particular, the evaluation intensity of peer recognition of re-
search works is an appropriate cognitive unit for the evaluation and
comparison of research performance.

A subsidiary question is: who should evaluate research quality?
Whether the knowledge is good and satisfies needs is subject to the
judgment of those who know about and use it. The people who are eli-
gible to evaluate a piece of research conducted by a researcher are those
who have examined the research or used the research findings, and are
knowledgeable about the field of the research, as well as the debates in
the field and other background to the research. A good candidate for
such a task is researchers who cite this research. It is true that not all cit-
ing authors know the research that they cite well. Therefore, only in the
situationwhere citing authors know thework well should they be eligi-
ble to evaluate its research quality.

The third question is: how should research quality be evaluated? To
ensure that the evaluations made by researchers in different disciplines
are intelligible and comparable, a consensus on the format of research
quality evaluation to be used by eligible citing authors would need to be
reached. Research quality has multiple aspects and can be evaluated
using a single dimension or using multiple dimensions. The present re-
search adopts the single dimension approach, assuming that the quality
of a piece of research can be evaluated by a single, synthesized dimension,
further described below.

The fourth question is how to provide evaluation information. Citing
authors can indicate evaluations of the citedworks alongwith the refer-
ences. To accommodate evaluation information, a new reference format
should be adopted. Alternatively, citing authors could submit the evalu-
ation information of the citedworks alongwith the references to a third
party processor (e.g., an authoritative editor or website). In the latter
case, the evaluations of the cited works would not appear in the citing
authors' works. The present research takes the first approach.

The fifth question is how to calculate the indicator. Accumulating all
the judgments given by different citing authors toward a reference
would produce a summary evaluation of the cited work. A common
way to process the accumulated evaluation is to calculate the average
evaluation intensity (AEI). The AEI can be used to evaluate research
works, scientists, journals, research groups, and institutions.

Taking these questions into account, the proposedmethod has three
components: a reference evaluation scheme, a reference format, and the
AEI indicator.

4.2. Reference evaluation scheme

All citations have a linking function, while not all of them have an
evaluative function. Citations can be classified into two classes: evalua-
tive citations, which have an evaluative function, and non-evaluative ci-
tations, which only act as linkages between citing and cited works. This
classification is consistentwith that of Borgman and Furner (2002) who
categorized link analysis into evaluative link analysis and relational link
analysis.

Those citations where citing authors give a positive, negative, or
neutral judgment about references have an evaluative function. Positive
judgments mean that citing authors agree, get similar results, or rein-
force the citedworks' propositions. Negative judgmentsmean citing au-
thors find errors or shortcomings in the cited works, or disagreewith or
criticize the cited works' propositions. Neutral judgments are also eval-
uations of cited works. Neutral opinions reflect that citing authors do
not show either positive or negative attitudes toward cited works or
that the total strengths of positive and negative attitudes balance,
which can be considered as a zero evaluation. Non-evaluative citations
mean that citing authors have no specific attitudes toward the cited
works, for example using them just as information, or for comparison,
or abstaining from evaluation.
Although the motivation for citing a work is complicated and vari-
ous, generally speaking, the attitudes of citing authors toward their ref-
erences can be generalized and classified into three categories: positive,
negative, and neutral. The three categories are consistent with the
three-group classification of citer motivations suggested by Brooks
(1986) and the conflated citation function scheme of Teufel et al.
(2006a). In addition, the attitudes of the authors toward a cited work
may have different intensities, such as strong, medium, or weak. There-
fore, including non-evaluative judgments as a category, it is possible to
formulate a four-category, three-scale research evaluation scheme
(RES) to be used by citing authors to evaluate their references. The
4 × 3 model is used to illustrate the proposed method (Table 2).

The citing authors use a code from the RES to express an evaluation
toward a reference. A code contains a letter (or character) and a num-
ber. For example, a code of P3 (or+3)means the citing authors strongly
support the research reported in the cited work, while N1 (or −1)
means they slightly reject it. In the case of a neutral judgment, the
code is “Z”. A code of “Z” represents an evaluation of zero or a situation
where positive and negative judgments balance. A code of “A” or no
code represents non-evaluation or abstention from evaluation. The
codes, with the exception of “A”, are used in the calculation of average
intensity.

4.3. Annotation formats in RES

Citing authors give an overall evaluative judgment to each of the ref-
erences well known to them. These references will have a code of judg-
ment. The citing authors add a code indicating the evaluative judgment
behind the reference in the reference section. For example:

Lawrence, S., Pennock, D. M., Flake, G. W., Krovetz, R., Coetzee,
F. M., Glover, E., Nielsen, F. A., Kruger, A., & Giles, C. L. (2001). Persistence
of Web references in scientific research. Computer, 34(2), 26–31. [P2]

Tomake the evaluationmore understandable, the citing authors can
provide a brief explication for their judgment behind the evaluation
code. Besides the general evaluation approach, the citing authors can
also give a code indicating judgment each time a reference is quoted, in-
dicating specific evaluation of the quotation, e.g., a statement or an ele-
ment in the citedwork. Thatmeans a referencemay havemore than one
code if it has been quoted more than once. Currently, there are two
types of reference styles used in most publications: numbered refer-
ences and alphabetical references. An example in the alphabetical refer-
ence style would be as follows:

Most of the invalid URLs could be relocated given more time and search
tools (Lawrence et al., 2001, P2; Casserly & Bird, 2003, P2). All of these
findings are confirmed in the present study.

In the numbered reference style it would appear as follows:

Most of the invalid URLs could be relocated given more time and search
tools[3, P2; 8, P2]. All of these findings are confirmed in the present study.
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An evaluation code representing a citing author's overall evaluation
of a cited work is applicable for the analysis at the level of an individual
work or above, such as the evaluations of research works, scientists, or
journals. An evaluation code representing a citing author's evaluation
of a quotation from a cited work is used for the analysis at an analytical
level. As, in most cases, people evaluate and compare research perfor-
mance at or above the level of an individual work, the present research
focuses on the use of evaluation codes representing citing authors' over-
all judgments of cited works to generate evaluation indicators.

4.4. Evaluation indicators

The AEI can be defined and then used to evaluate the research
quality or performance of individual researchworks, scientists, journals,
research groups, and institutions, etc. The values of AEI, called WAEI,
meaning the weight of AEI, are based on the values of cumulative
evaluation intensity (CEI). The values of CEI and AEI vary according to
different situations.

In most cases of research performance evaluation, the basic unit of
analysis is the research work. To assess the quality of an individual
work, all citing authors' evaluations of this work are aggregated. These
evaluations can be represented by a table (Table 3). The variables
a1, a2, a3, b1, b2, b3, and c represent the numbers of evaluation codes.

The value of CEI (VCEI) of a reference as a summary of all citing au-
thors' evaluations is the difference between the total intensities of pos-
itive judgments and the total intensities of negative judgments within a
time period. The number of evaluation codes (or evaluative citations as
one citation gives a general evaluation code to a reference) an individual
work has received (Ne) can be calculated. The value of a reference's AEI
per evaluative citation, called Wa, is the result of VCEI divided by Ne. Wa

is the average evaluation intensity given by citing authors to the same
reference. If Wa is greater than zero, the overall evaluation is positive.
Otherwise, if Wa is less than zero, the overall evaluation is negative.
ThemoreWa awork has, the higher quality it is. If no evaluative citation
has been received, then the value of Wa is defined as unavailable, and
this will not affect the overall score.

Wa ¼
VCEI

Ne
¼

X3

i¼1

ai−bið Þ � i

X3

i¼1

ai þ bið Þ þ c

To evaluate the research performance of individual scientists, the
following method would be used. Suppose a scientist has k works in a
specific area within a time period. The values of Wa of each of those
works can be calculated according to the above method. Then the aver-
age evaluation intensity per work, called Ws, can be calculated. The Ws

of a scientist can reflect the average quality of researchworks the scien-
tist has published. The higher value of Ws a scientist has, the higher the
quality of the scientist's research.

Ws ¼

Xk

i¼1

Wai

k

Table 3
Aggregated evaluations of a research work given by citing authors.

Evaluations Intensity

Weak Medium Strong

Positive a1P1 a2P2 a3P3
Negative b1N1 b2N2 b3N3
Neutral cZ
To assess an academic journal a similarmethod can be used. Suppose
there are t (research) articles that have been published in the journal
within a time period, e.g., three years. The value of each article's Wa is
obtained according to the above method. Then the average evaluation
intensity per article, called Wj, can be calculated and compared with
those values in other journals. TheWj of a journal can represent the av-
erage quality of (research) articles it has published. The higher the value
of Wj a journal has, the higher the quality it has.

Wj ¼

Xt

i¼1

Wai

t

The research performance of research groups, departments, institu-
tions, or other organizational entities can also be assessed by thismeans.
Suppose there are rmembers in a group. The value of eachmember'sWs

can be calculated according to the above method. Then the average
evaluation intensity per person, called Wp, can be calculated and com-
pared with the evaluation intensity of researchers in other groups. The
Wp of a group or department or an institution can represent the average
quality of research works each member has published. The higher the
value of Wp a group has, the higher the quality of the group’s research

Wp ¼

Xr

i¼1

Wsi

r

The values of all WAEI range from a maximum value to a minimum
value according to the evaluation scale used. In the case of three scales,
the ranges of WAEI are between +3 and −3. It should be noted that in
calculating the above indicators, those research works not receiving
evaluative citations and their authors should be omitted.

Changes in the value ofWAEI over time can also be observed, and can
be used to assess changes in research performance. For instance, even
though some overall WAEI may be unsatisfactory, if the curves of WAEI

(e.g., Wa for individual works) show upward movement over time
(Fig. 1), it can be inferred that the propositions advanced in a paper
were not accepted when they first appeared, but gained recognition af-
terwards. In contrastwith this, downward curves inWAEI over timemay
indicate that some flaws were found over time. Usually, new citation
evaluations are more valuable than old ones. Thus, the latest part of
the curve will be more valuable.

In addition, if the values of multiple WAEI being compared are the
same, some tactics can be used to differentiate them. For example, eval-
uators can compare their variances or standard deviations, which can
also be calculated. Variance and standard deviation are often used to
measure the average scatter around the mean in statistical data (Lee &
Lee, 2009). A smaller variance or standard deviation indicates that the
evaluations given by citing authors are more convergent. Otherwise,
evaluators can recalculate and compare their WAEI over a shorter, but
more recent period, because newly received citation evaluations are
more valuable in general. Furthermore, it is also possible to calculate
Fig. 1. A simulation of an upward curve of WAEI.
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the percentile ranks of WAEI within an area or a scope and use them as
supplementary indicators.

5. Discussion

5.1. Single and multidimensional approaches

Instead of using a single dimension approach to evaluate research
quality, the multiple dimension approach can be applied. For example,
the three quality criteria of the Research Assessment Exercise in the
United Kingdom are rigor, originality and significance (Bridges, 2009).
Ali, Young, and Ali (1996) proposed a 9-item checklist for accessing
the quality of a research article, such as originality of research, research
methodology, andwriting style and interpretation. However, themulti-
ple dimension approach may introduce complexities in representing,
processing, and comparing evaluation codes. Therefore, it is better to
synthesize the evaluation scores of multiple dimensions into a single
score, e.g., using an average or weighted average. After that, the synthe-
sized score can be represented in a reference format and calculated in a
similar manner to that explained in the section above.

5.2. Comparison with citation count-based indicators

Compared with previous studies on indicators based on citation
counts, such as the journal impact factor, the h-index and the like, the
proposedmethod takes the evaluative function of a citation into consid-
eration. Many non-evaluative citations (with the code of “A” or without
a code) would be ignored because they only act as links and have no
evaluative function. Citation counts are just the number of votes, not
the score. A traditional citation has no identifiable, evaluative content,
which may be supportive, oppositional, neutral, or an abstention.

Some studies have argued that the number of citations obtained and
the eminence of scientists, journals, and institutions are generally closely
aligned (e.g., Oppenheim, 1996). However, such studies do not explicitly
distinguish the levels of analysis on which the correlations are based
(Warner, 2000). A standard way to study the validity of citation count-
based indicators is to examine their correlations with peer judgments
(Aksnes&Taxt, 2004), becausepeer review is assumed tobe adirectmea-
sure of research quality (Moed, 2005). At the macro-level of analysis,
comparing research institutions or nations, it is generally agreed that
there is a positive correlation between the outcome of peer assessments
and citation count-based indicators, which may be because it is harder
to conduct peer assessment at a high level of aggregation. However,
there are major technical (e.g., erroneous or inaccurate data of citation
or affiliation) andmethodological problems (e.g., coverage biases in disci-
plines, countries, and languages) inherent in the current bibliometric
system, which make bibliometric analysis inaccurate and unreliable
(van Raan, 2005a).

At themeso-level of analysis, comparing journals, research groups, or
departments, results showing varying relations, from significantly posi-
tive correlation (e.g., Norris & Oppenheim, 2003; Oppenheim, 1997;
Saha, Saint, & Christakis, 2003), to weak correlation (Aksnes & Taxt,
2004), to little or no correlation (Goldstein & Maier, 2010; Haddow &
Genoni, 2010; Maier, 2006), have been reported. For example, Saha
et al. (2003) reported that there was strong correlation between physi-
cians' ratings of the quality of nine general medical journals and the
journals' impact factors. Maier (2006) compared impact factors and
peer judgment for regional science journals in a European context and
found no significant positive correlation between the impact factors
and peer judgment. It should be noted that a criticism of some of the
studies finding positive correlations is that the criteria used in peer judg-
ments are influenced by citation count-related elements; that is, provid-
ing information of citations is an input into the peer evaluation process
(Norris & Oppenheim, 2003; Rinia, van Leeuwen, van Vuren, & van
Raan, 1998). The original data are not independent, but interrelated.
Consequently, such positive correlation results are not convincing.
At the micro-level of analysis, evaluating individual articles or re-
searchers, a number of studies have reported that indicators based on
citation counts perform poorly in assessing the quality of individual ar-
ticles or researchers. For example, West and Mcllwaine (2002) exam-
ined correlation between the ratings of two independent expert raters
of 79 unsolicited research reports published in the journal Addiction in
1997 and the number of citations of these articles. There was no corre-
lation between expert evaluations and the number of citations received
by articles. Nieminen et al. (2006) examinedwhether the statistical and
reporting quality of 448 research papers published in 1996 in four psy-
chiatric journals was associated with the number of received citations.
They found that the quality of statistical analysis and reporting did not
affect the number of citations.

Although some studies report significant positive correlations be-
tween citation count-based indicators and peer judgments at the
micro-level of analysis, the explained variances are typically small. For
instance, Jarwal, Brion, and King (2009) examined the performance of
three indicators in predicting the quality of individual research articles
as assessed by international reviewers during 2006 and 2007: the jour-
nal impact factor and citations per paper, as well as the journal ranking
of the Excellence in Research for Australia initiative. Although there
were positive correlations between the three indicators and the peer re-
view score, the amount of variance in the peer review score explained
by the three indicators was generally less than 20%. They concluded
that the three measures are fairly blunt indicators to assess research
quality at the individual article level. Bornmann and Leydesdorff
(2013) compared rank order correlations between seven citation
count-based indicators and the ratings derived from F1000,1 a post-
publication peer review system, using a dataset of 125 papers published
in 2008 in the area of cell biology or immunology. The highest indicator
explained 20% of the variance in peer rating. They argued that it was
reasonable to expect citation count-based indicators to explain only
one third of the variance in peer judgments, because these indicators
measure one of three aspects of research quality (i.e., impact), while
peers are expected to assess all three aspects of research quality
(i.e., importance, accuracy, and impact). On the basis of their argument,
it might be supposed that more effective indicators/approaches should
be developed to measure research quality adequately because peer re-
view has prominent weaknesses.

Aksnes (2006) studied the correlation between citation count-based
indicators and authors' own perceptions of scientific contributions of ar-
ticles and concluded that “highly cited papers could be used as a valid
measure of academic scientific excellence, but only at aggregated publi-
cation levels. At the individual level, highly cited papers did not necessar-
ily equate to a breakthrough in science or leading edge research”
(p. 178), and “at the level of the individual article citations are not… a re-
liable indicator of a paper's scientific contribution” (p. 182). This conclu-
sion correspondswell with those of Tijssen et al. (2002) and Allen, Jones,
Dolby, Lynn, andWalport (2009). Even the founder of the journal impact
factor admitted that, “I am like many other authors who feel that their
most-cited work is not necessarily their best” (Garfield, 2006, p. 1127).

After reviewing and discussing the findings of the studies on citing
behavior for the past four decades, Bornmann and Daniel (2008, p. 69)
quoted van Raan's (2005a, p. 134–135) remark as their response to
the question of what citation counts measure:

So undoubtedly the process of citation is a complex one, and it cer-
tainly not provides an “ideal” monitor on scientific performance.
This is particularly the case at a statistically low aggregation level,
e.g. the individual researcher. There is, however, sufficient evidence
that these referencemotives are not so different or “randomly given”
to such an extent that the phenomenon of citationwould lose its role
as a reliable measure of impact. Therefore, application of citation

http://f1000.com
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analysis to the entirework, the “oeuvre” of a group of researchers as a
whole over a longer period of time, does yield in many situations a
strong indicator of scientific performance.

This statement has important practical implications. In reality, inmost
cases whenmaking decisions on awards, appointments, promotions, and
funding allocations, decisionmakers and evaluators assess individual sci-
entists or research works, not groups of scientists or research works as a
whole over a long period of time, and they needprecise, not approximate,
data and results. Indicators based on citation counts have difficulty iden-
tifying those highly critically cited works, while WAEI can reveal them.
Those indicators do not measure research quality (Pendlebury, 2009),
while WAEI does.

Previous indicators based on citation counts give equal positive
credit to each citation, regardless of how it is used by the citing author
and even if it is cited negatively or neutrally. By using suchmethods, lit-
erature that is ignored effectively loses credits. In contrast with this, the
proposed method treats neglected literature in a fair and just way. It is
true that an author may not cite all the relevant literature for many rea-
sons, such as visibility, accessibility, and the prejudices of authors and
editors (Camacho-Miñano & Núñez-Nickel, 2009; Smith, 1981). Al-
though authors only give evaluations to the cited works they are famil-
iar with, only those references receiving positive evaluations will gain
positive credits. Literature that is ignored will not gain credits, but it
will not lose any credits either. The status of their WAEI is “unavailable”.
Non-evaluative citations will not affect the overall scores of WAEI.

5.3. Comparison with citation motivation analysis

One of the main differences between the proposed method and
previous studies on citation motivation analysis is how authors' motiva-
tions are collected. Studies of citation motivations are usually based on
interviews (Brooks, 1986; Harwood, 2009), questionnaires (Cano,
1989), or manual or automatic citation content analysis (Moravcsik &
Murugesan, 1975; Teufel, Siddharthan, & Tidhar, 2006b). The data on ci-
tation motivations collected by such methods are not as accurate as
would be obtained if the authors designated them at the same time as
they cite references, as proposed in the present research, because there
are time lags, problems of information recall, misinterpretation by third
parties (Harwood, 2009), and so on. “Any method that relies on judg-
ments by persons other than the authors themselvesmay suffer from re-
liability problems. This could be a particular problem in citation context
and content analyses, which deal with difficult, often complex, and high-
ly specialized subject literatures” (Bornmann & Daniel, 2008, p. 68). It is
very difficult, if not impossible, to use mechanized semantic analysis to
recognize the quality criteria of rigor, originality, and significance of re-
search publications (Bridges, 2009), as well as identifying the citing au-
thors’ motivations. The four-category RES proposed here simplifies the
classification of citation functions or motivations constructed by previ-
ous studies (Brooks, 1986; Harwood, 2009; Moravcsik & Murugesan,
1975; Teufel et al., 2006a). In Teufel et al.'s (2006a) citation function clas-
sification schemes, the differences between different sub-categories
within the same categories are subtle. Actually, such differences can be
considered as different strengths of attitude on the part of citing authors.
The proposed method overcomes the problems of information recall of
interview-based or questionnaire-based surveys, unreliability of manual
identification, and technical difficulties of automatic recognition of cita-
tion motivations and quality evaluations, by requiring citing authors to
annotate references clearly. As to the technical issue of the method, it is
surely easier for machines to recognize evaluation codes than to under-
stand phrases or words. The present research proposes a quantitative
method because it uses a quantitative RES that can indicate the intensity
of authors' attitudes, instead of using sub-categories. By this means, the
evaluations of citing authors can be aggregated and calculated. It should
not be a problem to collect and process the data. In addition, the refer-
ence format outlined in the present research is flexible because it allows
citing authors to givemore than one judgment of each citedwork, which
reflects the complicated relationships between citing and cited works
(Brooks, 1986; Harwood, 2009).
5.4. Comparison with publication reputation-based indicators

Given the requirement of academic institutions for faculty to publish
articles in high reputation journals, the proposed method might relieve
some of the pressure on many scholars, as compared with the method
using indicators based on the reputations of publications. Some high
quality articles may not be published in high reputation journals for
many reasons, e.g., they are controversial, blocked by reviewers, or ex-
perience editor bias (Campanario, 2009; Willcocks et al., 2008). A
paper published in a high ranking journal may not be better than one
in a low reputation journal (Sammarco, 2008). Paul (2008) argued
that the quality of papers published in the top ranking journals is not
consistent with this expectation, and journal rankings are not a good in-
dicator of research quality. Kacmar andWhitfield (2000) said that it was
entirely possible that an article published in a second-tier journal could
have more central citations than an article in a top-tier journal. The
values of WAEI depend little on where a paper is published. Authors
can concentrate on the quality of their work, and spend less time on
the selection and submission to journals and conferences.
5.5. Comparison with traditional peer review

Unlike traditional peer review that is usually undertaken by only a
small group of experts, who have difficulty evaluating fully and fairly a
bewildering array of research (Pendlebury, 2009; Taylor, 2011), the
method proposed here aggregates all evaluations given by the authors
of citing papers. It overcomes the weaknesses of small-scale peer re-
view, and can be regarded as a process of broad peer review. To those
who are not familiar with the research works or areas being assessed,
WAEI can give assessors more professional opinions. Traditional peer re-
view is criticized for having low inter-reviewer reliability, and lacking
fairness and predictive validity (Bornmann, 2011). The likely reasons
for this are that the traditional peer review process is closed (a reviewer
cannot view another reviewer's opinion), double blind (neither the
attributes of reviewers nor reviewees are usually disclosed), and
cross-sectional (different peer reviewers examine the same materials
at nearly the same period of time). Such a process makes it difficult for
researchers to investigate the peer review bias effects because it is
hard for them to derive the attributes of reviewers and reviewees. In
contrastwith this, theprocess of theproposedmethod in thepresent re-
search is open, longitudinal, and even interactive. Different evaluators
can examine the same piece of research in different periods and at dif-
ferent points of time. Readers can view previous judgments. In this
case, different evaluators' opinionsmay converge to oneor a small num-
ber of judgments. In addition, it is easier for researchers to derive the at-
tributes of reviewers and reviewees to test the reviewer bias effect.
Therefore, it is possible to achieve higher levels of reliability and help
to improve fairness in this open evaluation process.

Previous studies have used citation count-based indicators to verify
the predictive validity of peer review (e.g., Bornmann, 2011). However,
such an approach is inappropriate. Citation count-based indicators are
impact-oriented, while peer review is quality-oriented (Moed, 2005).
Research impact only reflects a small portion of research quality
(Bornmann & Leydesdorff, 2013). Research quality is the focus of inter-
est in research performance evaluation, while research impact is not.
Therefore, it is inappropriate to use citation count-based indicators to
test the predictive validity of traditional peer review process. WAEI is a
research quality evaluation oriented indicator. It can be considered as
a broader peer review process and used to test the predictive validities
of traditional peer review process and other partial indicators.
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5.6. Overall advantages

The proposed method combines the advantages of citation count
analysis, citation motivation analysis, and peer review into a single indi-
cator. It is truly transparent. Citationswith negative or neutral evaluation
or no evaluation at all, are not disregarded, even if they contribute to high
citation counts. So themethod helps to “differentiate essential fromnon-
essential citations in the production of a scientific paper” (Cano, 1989,
p. 284), and therefore differentiates essential from non-essential re-
search works and their contributors in the development of science. The
evaluations of references can provide useful information for readers to
consider whether they should read the cited works, especially when
the readers are looking for cited works that have received complimenta-
ry or critical evaluations. This is different from simple popularity votes.
Rather, it reflects a progressive process of knowledge discovery and rec-
ognition through citing authors' transparent evaluations. Garfield's
(1955) main goal when he proposed a bibliographic system for science
literature, as well as the concept of impact factor, was to “eliminate the
uncritical citation of fraudulent, incomplete, or obsolete data by making
it possible for the conscientious scholar to be aware of criticisms of earli-
er papers” (p. 108). However, it seems citation count-based approaches
have not achieved this goal, and may have made the problem worse
(Smith, 2006). By suggesting that citing authors give evaluations to
their references, the proposed method may help to achieve Garfield's
original goal.

Previous indicators have looked at extrinsic correlates of quality,
whereas the proposed method assesses research quality. The values of
WAEI are sensitive to the evaluations received. They warn people that
low quality is bad for the evaluation of research works, scientists,
journals/publishers, research groups, and institutions For example, a
high quality paper will increase the WAEI of the journal publishing it,
while a low quality paper will decrease the journal's WAEI. It is hard to
maintain a high WAEI because a negative or neutral evaluative citation
may reduceWAEI. SoWAEI may be helpful in discriminating the best re-
search work, scientist, journal/publisher, research group, or institution.

Unlike previous indicators, WAEI is meaningful and comparable be-
tween different disciplines and levels of analyses. A uniform evaluation
scheme makes comparisons across different disciplines and units of
analysis (e.g., comparing a scientist's WAEI and that of a research
group) easier.

6. Concerns

It should be pointed out that themethod proposed here requires the
adoption of new referencing regulations, requiring citing authors to give
evaluations to their references if they know thefield and the citedworks
well. It is preferable that evaluations of self-citations should be ignored
and those of reciprocal citations should be treated with caution.

6.1. Malicious evaluation

There is a concern that evaluating others' works is a highly sensitive
and subjective activity, and may lead to questionable or unreasonable
results, rendering the proposed method unrealistic. However, authors
do already explicitly evaluate their sources (Harwood, 2009) and jour-
nal editors welcome readers' feedbacks and assessment of the articles
they have read (Nallamothu & Lüscher, 2012). Some authors may give
positive or negative judgments for malicious reasons, but such behavior
by a small number of people will not have a large effect on the overall
evaluations. More importantly, the process is totally transparent so
that people can see who gives what kinds of evaluations to which
works; this should go far in discouraging malicious judgments. The re-
sults (of any quantitative analysis for research evaluation) “should be
presented openly so that others can understand and check them. Such
transparency will help demystify this type of research evaluation”
(Pendlebury, 2009, p. 9). It is already the case that researchers being
reviewed complain about the anonymous process of traditional peer re-
view, where reviewers are not held to account for their opinions. There
have been appeals for an open peer reviewing process, including the
selection of the panel (Bence & Oppenheim, 2004). If it were felt to be
warranted, a process of mediation could also be introduced using the
judgment of additional experts to examine the evaluation. In any case,
malicious behaviors have existed for a long time and affect anymethod.

In reality,manypublic evaluation systems have already been used to
evaluate the performance of products, software, teachers, and universi-
ties (e.g., Amazon's customer reviews2, CNET's software reviews3,
RateYourUni4, and RateMyProfessors5). Online customer product re-
view (also called electronic word-of-mouth) does influence potential
buyers' purchase decisions (Chevalier & Mayzlin, 2006; Lee & Lee,
2009). Since 2001, an interactive open access publishing journal using
public peer review, Atmospheric Chemistry and Physics, has been
launched and found to enhance scientific and economic viability and
sustainability (Pöschl, 2010). In 2002, a post-publication open peer re-
view online system, named F1000, was launched. It provides experts'
reviews and recommendations of top articles in biology and medicine
and clinical trials. Nowadays, more and more academic journals let
readers give comments to their papers online, e.g.,Nature. There is a dis-
cernible trend in research evaluation to make traditional close peer re-
view processes more public, transparent, and interactive. The proposed
method conforms to this trend.

One cannot escape from evaluating or being evaluated. People have
given comments to previous works in various forms, e.g., in context,
commentary, or review articles. People's knowledge develops over
time. Flaws will be found after a period of time, while truths will gain
recognition. These developments can be observed from the curves of
changing values of WAEI. Inappropriate evaluations do happen, even in
peer review. Using a larger sample of peer reviewers can help to reduce
the influence of bias of some individual peer reviewers (Martin & Irvine,
1983). Indeed, themore evaluations a work receives, themore compre-
hensive and reasonable opinions people can see.
6.2. Effect on the process

Another concern is that the adoption of a new referencing regulation
may bring about a radical change in the behavior of authors and
journals. References (or footnotes) emerged several hundred years ago
(Nicolaisen, 2007). Traditionally, citationswere not to evaluate research
performance. Since the introduction of the impact factor, indicators
based on citation counts have been widely used to evaluate the impact
or even quality of research works, scientists, journals, research groups,
departments, and institutions. Referencing behavior is complicated
(Camacho-Miñano & Núñez-Nickel, 2009), while traditional reference
formats are ambiguous. They cannot reflect the delicate relationships
between citing and cited works. The ambiguity of traditional reference
formats is a reason why using indicators based on raw citation counts
to evaluate research performance lack measurement validity. If a cita-
tion count is used to evaluate research quality, the traditional reference
formats should be improved.

Human behavior follows a route from non-regulation to regulation.
When evaluating becomes common or a custom in academic society,
regulations requiring authors to give evaluation to their references
will be possible. Young generations of researchers and editors, and edi-
tors and publishers of electronic publications, are more inclined to ac-
cept new methods. Furthermore, there are variations or alternative
approaches that can be developed. If it is thought to be too sensitive to
have an indication of the evaluations of others' works included in the

http://www.amazon.com/The-Help-Kathryn-Stockett/product-reviews/0425245136/
http://download.cnet.com/EmEditor-Professional-32-bit/3000-2352_4-10038399.html
http://download.cnet.com/EmEditor-Professional-32-bit/3000-2352_4-10038399.html
http://www.rateyouruni.com.au
http://www.ratemyprofessors.com
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citing authors' publications, the citing authors and other appropriate
evaluators (e.g., practitioners who have used the finding of those
works) can submit the evaluation information to a third party processor
dedicated to such evaluations, which may be somewhat similar to the
current post-publication open peer review systems, e.g., F1000 and
PubZone6. In this case, it would not be necessary to change the tradi-
tional reference formats. This approach will be explored in further
studies.
6.3. Limitations

Traditionally, authors have cited others' works in a comparatively
casual manner. A potential challenge of the proposed method is that it
requires citing authors to give evaluations to their references if they
know the field and the cited works well. Obviously, this requirement
would take citing authors a considerable amount of extra time and ef-
fort to make the assessments. The evaluators are limited to citing au-
thors who are familiar with and willing to give an evaluation of the
cited work. Other appropriate evaluators, who know the research
well, are not included. In addition, the proposedmethod is more appro-
priate for the evaluation of research where the main forms of research
outcomes are publications in academic journals or conferences.
7. Conclusion

The methodology used to evaluate research performance is one of
the cornerstones of academia and it can influence the judgments of de-
cision makers and regulate researchers' conduct of research. It is evolv-
ing from an external and somewhat crude approach (e.g., research
input-based and publication count-based indicators) to a more internal
and finer method (e.g., citation count-based indicators). The current
mainstream of research evaluation indicators is based on citation
counts, which only show that a piece of research has been used by an ac-
ademic but do not indicate a citing author's quality-related evaluation of
the cited work.

The proposed methods shifts attention toward quality-oriented in-
dicators and make the process of research performance evaluation
more interactive, transparent, and public. It should stimulate a number
of potential research avenues for further studies. The dimensions in-
cluded in the construct of research quality used in assessment could
be examined and themulti-dimensional approachmight be considered.
Comparisons could be made of the results obtained from the proposed
new method and traditional approaches. Methods for including a
broader range of evaluators could be considered. More importantly,
thought needs to be given to the attitudes of stakeholders, including ed-
itors, publishers, promotion and tenure committees, funding agencies,
researchers, practitioners, tax payers, and even general readers toward
such an open, interactive research evaluation process.

Although there have beenmany explorations in measuring research
impact, more effort is still needed to achieve the ultimate goal of evalu-
ating research quality. At the current stage, it is best to treat the pro-
posed method as speculation and inspiration rather than as a practical
proposal for implementation. It may serve as a preliminary theoretical
framework for a quality-oriented approach to research performance
evaluation. It is open for discussion and criticism, and can be adjusted,
revised, improved, and made more practicable.
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