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Abstract

Science and technology (S&T) allows (1) automation to replace human labor, (2) enhanced human labor
capabilities, (3) quicker and cheaper production of goods, and (4) more complex products and processes. In order
to maintain competitive advantages, it is critical for any country to understand what other countries are producing
in S&T, and what intrinsic S&T capabilities are being developed.

India and China are the two most populous countries in the world. These two dynamic economies are advancing
rapidly in S&T, and it is prudent to assess the quantity and quality of their research output as well as to examine
trends in their S&T capabilities.

This paper, the first of four in a Special Section on China’s and India’s S&T, introduces the remaining three
papers. Specifically, this paper describes the motivation for the studies, the background for understanding national
S&T assessments, an overview of text mining, a brief picture of the Indian and Chinese S&T establishments, and a
summary of the analytical techniques used in the assessments.
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1. Introduction

The present Special Section examines the S&T literature of India and China, the two most populous
countries in the world. Both these countries are among the fastest growing economies of the world. Their
growth has been attributed to the liberalization of their economies: China in late 1980s and India in the
early 1990s, helping these countries to integrate with the world market. This transition has affected these
two countries in many ways, such as the changes in composition of their economies from primarily
agrarian towards technology governed activities. China has emerged as a leading center for manufacturing
industry, whereas India is emerging as a hub for providing services (primarily software development) for
the global economy. Both have low cost advantages and large highly-trained manpower pools that add to
their competitive strengths. They are striving to assert their presence in the world-market as technologically
sophisticated countries [1]. Additionally, India is expanding its capabilities in the manufacturing sector,
and China is expanding in the service sector market. Both these countries are demonstrating technological
capabilities that have been the forte of technologically developed economies. Thus, India—China studies
evoke special interest. The present Special Section undertakes a detailed assessment of the S& T capabilities
ofthese two countries based on research output in journals. The quantity and quality of their research output
as well as trends in their S&T capabilities are examined in this context.

Table 1 provides some idea of the intrinsic resources of these emerging economies, using the USA for
comparison.

The above table provides some interesting insights into these two countries. China’s GDP is more than
double that of India, and about 70% that of the USA. India’s population is substantially younger than that
of China, and China’s population in turn is younger than that of the USA. At the same time, India’s birth
rate is almost double that of China or the USA.

One important indicator is the investment in R&D as percentage of GDP. Until 1998, India’s R&D
intensity was higher then that of China, in the range of 0.6 to 0.8%. However, China has now reached 1.4%
level whereas India is still below the 1% level. Another important indicator is Foreign Direct Investment
(FDI) in R&D. Both countries are emerging as favorable locations of foreign R&D centers. A United
Nations Conference on Trade and Development (UNCTAD) survey [2] during 2004—2005 of the world’s
largest R&D spenders shows the growing importance of these two countries as R&D locations. About 35%
of the major Transnational Corporations (TNCs) already have R&D centers in China, whereas about 25%
have centers in India. Moreover, China is the destination mentioned by the largest number of respondents
for future R&D expansion followed by the United States. Third place in the global destination choice of

Table 1
Comparison of India—China—USA resources

India—China—USA resource comparison (2006)

Resource India China USA
Land mass (M SQ KM) 3.29 9.6 9.63
Population (B) 1.1 1.31 298
Med age (years) 249 32.7 36.5
Birth rate/1000 22 133 14.1
GDP (T): (purchasing power parity) 3.61 8.86 12.36

GDP (T): (official exchange rate) 0.72 2.23 12.49
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Fig. 1. Number of research articles by Chinese or Indian authors.

foreign R&D locations is India. Other important reports such as The Economist’s World Investment
prospect 2004 [3] highlight the attractiveness of these two countries as foreign R&D locations.

In recent years, both India and China have expanded their efforts in S&T. Fig. 1 compares the number
of research articles by Chinese and Indian authors over the last four decades.! Prior to 1980, Indian
publications greatly outpaced those by the Chinese.

In 1980 — about the time Chinese articles began to appear in the databases — Chinese publication rates
began an exponential rise of about 20% per year. Over the period 1980-1995, Indian publications
remained more or less constant. Indian and Chinese publications were about equal in 1995. From 1995 to
2005, the growth in Chinese publications has greatly exceeded that of India’s.

The series of papers in this Special Section attempts to answer some critical questions using suites of
tools and processes known collectively as text mining. The key critical questions related to the S&T
research literature focus on quality, technical scope, areas of strategic emphasis, core competencies and
critical mass, key performers, significant external collaborators, the sources of cutting-edge research,
research citations, and India’s and China’s awareness of external S&T.

There are four papers in this Special Section. In the present paper, we describe the motivation for the
studies, the background for understanding national S&T assessments, an overview of text mining, a brief
picture of the Indian and Chinese S&T establishments, and a summary of the analytical techniques used in
the assessments. The second paper presents an assessment of China’s S&T literature, and the third
presents an assessment of India’s S&T literature. The fourth paper compares India’s and China’s research
outputs from multiple perspectives.

! The data were taken from the Science Citation Index/ Social Science Citation Index (SCI/ SSCI) and the Engineering
Compendex (EC).
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2. Background

Three essential factors are explored in these papers: S&T assessments by country, text mining, and the
current state of research in India and China. The first segment of this section presents a brief historical survey
of country S&T assessments to provide proper perspective. The second segment presents an overview of text
mining, focusing on its major bibliometrics and computational linguistics components to provide an
understanding of why these particular instruments were selected. The third section provides a very brief
overview of China’s and India’s S&T establishments to place the thematic research outputs in context.

2.1. Country technology assessments

Country technology assessments aim to identify the range and breadth of technologies sponsored and
conducted by the country of interest. These assessments emphasize the technical infrastructure associated
with the diverse technologies at different levels of aggregation (key performers, centers of excellence,
etc.), and identification of the national research core competencies. What do we mean by national research
core competencies, and why are they important?

A national research core competency is a synergy of individual expertise that is aggregated and
coordinated over multiple technical disciplines and expressed as a national research strategic investment.
More specifically, a national research core competency is a technical area that (1) engages a critical mass
of researchers; (2) consists of coordinated and synchronized sub-disciplines; (3) produces high-quality
output; (4) offers unique national capabilities; and (5) contains a visible fraction of research investment
([4,5]). National S&T core competencies represent a country’s strategic capabilities in S&T.

The next two papers in this Special Section present a text-mining approach that addresses a sub-set of
China’s and India’s national research core competencies in terms of the identification of their main
research thrusts, volume of research output in those areas, and relative quality of selected major research
thrusts. Further subjective analysis (beyond the scope of the present paper) is required to characterize the
remaining necessary features of a national core competency. Knowledge of country core competencies is
important to be able to perform the following:

(a) prioritizing technical areas for joint commercial or military ventures,
(b) assessing a country’s military potential, and
(c) understanding emerging areas to avoid commercial or military surprises.

Obtaining such global technical awareness, especially from the literature, is difficult for several reasons:

(a) Much of the science and technology performed is not documented.

(b) The science and technology that is documented is not widely available.

(c) The available documented science and technology is expensive and difficult to acquire.

d) Few credible techniques exist for extracting useful information from large amounts of science and
technology documentation ([6]).

Most credible country technology assessments are based on a combination of personal visits to the country
of interest, supplemented by copious reading of technology reports from that country. Such processes tend to
be laborious, slow, expensive, and accompanied by large gaps in the available knowledge.
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Over the past half century, driven mainly by the Cold War, a large number of country technology
assessments were performed ([7—18]). The last decade has seen an expansion in focus to technologies of
major economic competitors. Over the last two decades, some of the most credible of these assessments
have come from two organizations: the World Technology Evaluation Center (WTEC) at Loyola
University and the Foreign Applied Sciences Assessment Center (FASAC-SAIC). In conducting their
studies, both of these organizations gather topical literature from the country of interest, assemble teams
of experts in the topical area that review the literature and conduct site visits, and ask the teams to brief
their findings and write a final report. The studies performed by these groups remain seminal approaches
to country technology assessments. Some recent studies of China focusing on bibliometrics and using
network approaches have been performed, and they offer the insights only a comprehensive computer-
based analysis can provide ([19,20]).

2.2. Text-mining technology assessments

Text-mining approaches have been developed to extract useful information from the global science and
technology literature for the past decade ([21-28]). These studies have typically focused on a technical
discipline, and have examined global S&T efforts in this discipline. Such approaches, with slight
modification, could be adapted to identify core S&T competencies in selected countries or regions,
including estimation of the relative levels of effort in each of the core technology areas. Moreover,
coupling the text-mining approach with the WTEC and FASAC approaches would amplify the strengths
of each approach and reduce its limitations.

Once the key technologies, researchers, and Centers of Excellence have been identified through text
mining, site visitation strategies can be developed. The second phase of the effort would be actual site
visitations. A key step in this hybrid process would be the demonstration of the ability of text mining to
identify targets of interest with reasonable precision in a timely manner at an acceptable cost. These three
driving parameters (performance, time, cost) could be traded off against each other to provide a balance
acceptable and tailored to a variety of potential customers.

A typical text-mining study of the published literature develops a query for comprehensive information
retrieval, processes the retrieved database using computational linguistics and bibliometrics, and
integrates the processed information. Science and technology computational linguistics [6] identifies
pervasive technical themes in large databases from technical phrases that occur frequently. It also
identifies relationships among these themes by grouping (clustering) these phrases (or their parent
documents) on the basis of similarity. Computational linguistics can be used for:

® enhancing information retrieval and increasing awareness of the global technical literature [29-31];

® potential discovery and innovation based on merging common linkages among very disparate
literatures [32—34];

® uncovering unexpected asymmetries from the technical literature (For example, Kostoff predicted
asymmetries in recorded bilateral organ (lungs, kidneys, testes, ovaries) cancer incidence rates from the
asymmetric occurrence of lateral word frequencies (left, right) in Medline case study articles.) [35,36];

® cstimating global levels of effort in S&T subdisciplines [27];

® helping authors potentially increase their citation statistics by improving access to their published
papers, thereby potentially helping journals to increase their impact factors [27]; and

e tracking myriad research impacts across time and applications areas [26].
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Evaluative bibliometrics [37,38] uses counts of publications, patents, citations, and other information
to develop science and technology performance indicators. Its validity is based on the premises that (1)
numbers of patents and papers provide valid indicators of R&D activity in their subject areas; (2) the
frequencies with which patents or papers are cited in subsequent patents or papers provide valid indicators
of the impact or importance of the cited works; and (3) the citations from papers to papers, from patents to
patents, and from patents to papers provide indicators of intellectual linkages among the organizations
producing the materials, and knowledge linkages among their subject areas [39]. Evaluative bibliometrics
can be used to provide the following functions:

® identify the infrastructure (authors, journals, institutions) of a technical domain;

e identify experts for innovation-enhancing technical workshops and review panels;

® develop site visitation strategies for assessment of prolific organizations globally; and

® identify impact (literature citations) of individuals, research units, organizations, and countries.

Understanding assessment methodologies is one part of the equation. Understanding the technical
organization of the countries to be assessed is equally important.

2.3. China’s science and technology enterprise

China regards basic research as the foundation for the development of future technologies, as well as a
driving force for sustainable long-term development of its economy [40—42]. As a developing country,
China has adopted an S&T development policy requiring that available resources be concentrated on the
development of selected high technologies critical to the nation’s economic development. In fact, similar
strategies have been applied to many other government-funded development programs, such as China’s
military modernization programs ([43]). Strengthening basic research has been a goal during the Ninth,
and now the Tenth, Five-year Plan (FYP) periods. Both FYPs called for efforts to make breakthroughs in
selected areas ([44]).

Since 1997-1998, China’s gross expenditure on Research and Development (GERD) growth has been
slightly higher than its gross domestic product (GDP) growth, reflecting the government’s accelerated
effort in S&T development. China has been encouraging product-development R&D activities to ensure
S&T contributes to its economic development. For example, in 2002, 75% of the nation’s R&D spending
went to product development and another 19% to applied research ([45]). In 2002, the Chinese Academy
of Science (CAS) increased its spending on basic research to 40% of its total outlay, aiming at Nobel-level
fundamental research. It has also taken measures to increase its scientists’ creativity ([46]).

Despite this, many Chinese scientists argue that basic research is seriously underfunded. In 2001,
China’s basic research funding in the country was 5.3% of total R&D expenditures, compared with a ratio
of 16 to 20% in the United States, Western Europe, and Japan ([47]). In 2003, China had about 0.86
million people involved in R&D activities, compared with 1.26 million in the U.S. and about 0.67 million
in Japan ([48]). China’s R&D spending remains at a low level in terms of the GERD—GDP ratio as
compared with several scientifically important developed countries, and this situation is unlikely to
change significantly in the near future. Among seven large OECD economies with population over 40
million, six (the U.S., Japan, U.K., Germany, France, and South Korea) exhibit current R&D ratio (R&D/
GDP) in the range of 2 to 3%. Italy is the only exception and has yet to attain this level. Singapore has
recently made the transition from that of a low-intensity R&D country (<1%) to a high intensity R&D
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country (>2%). On average, the six OECD economies required 10 years to make the transition from 1% to
level off in the 2—3% range [49]. China’s R&D intensity exhibits a continuous upward trend, crossing the
1% threshold in 2000 and rising to 1.4% in 2004. The intensity has more then doubled from 1995 when it
was only 0.6%. China’s GDP has also significantly risen during this period and thus it can be concluded
that there has been significant investment in R&D to attain the present intensity. The upward trend
plausibly indicates that China is in the transition phase and would eventually attain the R&D intensity in
the 2—3% range.

In 2004, state-owned enterprises accounted for 66.83% of the total R&D performed in the country,
R&D institutes for 21.95%, and universities for 10.22% ([44]). China (like most developed scientific
countries, including the United States and Japan) also encourages non-governmental sectors to support
R&D with their own funds. In 2003, governments (central and provincial) contributed 29.9% of total
R&D support in China, enterprises 60.1%, foreign sources 2%, and the remaining 8% was accounted for
by unspecified “other” sources. However, among the enterprises’ expenditures, it was estimated that
approximately half the R&D funding came from state-owned enterprises (SOEs), and thus indirectly from
the central government. If so, then 62% of China’s R&D expenditures in 2004 came either directly or
indirectly from government and only 29% purely from private enterprises. In the United States, private
industry accounts for over 65% of all R&D support, with government accounting for somewhat less than
30%. In Japan, private industry accounts for a slightly higher percentage of total R&D support than in the
United States, and government for slightly less ([50]).

The State Council of the central government is the highest administrative body of China. There are six
major ministry-level administrative organizations directly under the State Council that handle the nation’s
S&T development activities. These organizations include the Ministry of Science and Technology
(MOST), the Ministry of Education (MOE), the Commission of Science, Technology and Industry for
National Defense (COSTIND), the Chinese Academy of Sciences (CAS), the Chinese Academy of
Engineering (CAE), and the National Natural Science Foundation of China (NSFC) ([46]). Among those
organizations, MOST, COSTIND, and MOE have policy-making authority, in addition to varying degrees
of funding authority; CAS (which receives substantial funds from the government as a budget line item to
support its research activities) and CAE have advisory power; and NSFC provides research funds. The
Leading Group on Science and Technology, chaired by the Prime Minister, is located organizationally
between the State Council and these administrative organizations, but most observers agree that it is
relatively ineffective in setting R&D priorities.

2.4. India’s science and technology enterprise

India has a complex and multi-layered system of science and science administration consisting of
governmental agencies, autonomous institutions, the university system and industrial R&D, both in the
public and private sectors. Broadly, the S&T system in India can be classified under the following
structures: central (federal) government S&T departments/agencies, state (provincial) government S&T
departments, central socio-economic ministries, in-house R&D in private industry, S&T in non-
governmental organizations (NGOs), and independent research institutes. Central government S&T
departments/agencies are the main instruments for providing resources and defining priorities, and are
responsible for reaching S&T targets in different sectors. There are twelve scientific departments/agencies
mainly involved in R&D activity ([51]). The main functions of these agencies are to support and
coordinate research in their respective areas. This is carried out through a chain of laboratories/research
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Table 2

Scientific agencies/no. of institutes

Scientific agency No. of institutes
Indian Council of Agriculture Research (ICAR) 84
Defence Research and Development Organisation (DRDO) 53
Council for Scientific and Industrial Research (CSIR) 38
Indian Council for Medical Research (ICMR) 27
Department of Science and Technology (DST) 17
Department of Atomic Energy (DAE) 14
Department of Electronics (DOE)* 14
Department of Space (DOS) 8
Department of Biotechnology (DBT) 5

Department of Ocean Development (DOD) -
Ministry on Non-Conventional Energy Sources (MNES) —
Ministry of Information Technology (MIT) -
Ministry of Environment (MOEn) -

* The Department of Electronics (DOE) is not denoted by DST as a major agency involved in R&D.

institutions that answer to these agencies, as well as through research grants/sponsored projects for the
higher education sector, national laboratories, and establishments. The scientific agencies/departments
and laboratories under them are shown in Table 2.

The five major scientific agencies — DRDO (Defence Research and Development Organisation), DOS
(Department of Space), ICAR (Indian Council of Agricultural Research), DAE (Department of Atomic
Energy), and DSIR (Department of Scientific and Industrial Research) (major funding directed to CSIR—
Council of Scientific and Industrial Research) — alone accounted for 86.7% of the total R&D expenditures
of the central government on scientific agencies or departments in 2002—-2003. Maximum priority was
given to DRDO, as it received 30.3% of the overall R&D budget. This pattern has not changed
significantly in the current period per available projections.

In addition, there are research institutes contributing to research and development under other
government ministries for steel, power, railways, and so on (545 institutes, including 285 laboratories
under the 12 scientific departments); as state public-sector industrial in-house R&D units; as in-house
R&D units of private-sector and non-profit research institutions (1351 unit); and in universities (225
universities)., In all, 2899 institutions are estimated to be carrying out R&D activities in India.”
Expenditures on R&D by field of science are shown in Table 3.

It is striking to note the low levels of investment in medical sciences across the varying entities.
Different priorities can be observed in terms of funding in engineering and technology and agricultural
sciences by the central and state governments.

Actual expenditures by ministries and departments include, along with planned expenditures, non-
planned expenditures and extramural funding. Thus, it is useful to observe the actual expenditures of each
department to accurately assess research funding. The expenditures of thirteen scientific departments/
organisations for the period 2002—-2003 and 2003—-2004 are shown in Table 4.

2 These figures are from S&T Data Book 2000 (Ministry of Science and Technology, Government of India).
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Table 3
Expenditure on research and development by field of science (2002—2003)

Filed of science Central government State governments  Public sector Private sector Total

Natural sciences  296609.31 (24.68%)  5654.48 (3.69%) 13816.28 (17.07%) 143424.77 (39.31%) 459504.85 (25.53%)

Engineering and  734217.48 (61.11%)  1861.92 (1.22%) 66995.85 (82.81%) 179281.34 (49.14%) 982356.58 (54.57%)
technology

Medical sciences  25030.65 (2.08%) 3307.39 (2.16%) 81.87 (0.10%)  29021.22 (7.95%)  57441.13 (3.19%)

Agricultural 145600.56 (12.12%) 142015.21 (92.91%) 0.00 (0.00%)  13097.67 (3.59%) 300713.44 (16.70%)
sciences

Total 1201458.00 152839.00 80894.00 364825.00 1800016.00

Source: Research and Development Statistics, 2004—2005.

(Rs. Lakhs)*.

Note: *1 lakh=0.1 Million.
R&D Percentages are relative to the total expenditure in each sector. All percentages are rounded off.

The high level of funding for the Department of Atomic Energy in comparison with other scientific
agencies is evident.
3. Approach

Text mining has two major components for country assessments: infrastructure determination
(bibliometrics) and technical structure determination (computational linguistics). The use of these

Table 4

S&T expenditures by various ministries/department/organization

S.no  Ministry/Department/Organization 2002-2003  2003-2004

1 Atomic Energy 6018.73 6148.41

2 Space 2162.22 2268.20

3 Indian Council of Agricultural Research 1333.96 1464.17

4 Scientific and Industrial Research (including grants given to Council of Scientific and 936.71 1090.09
Industrial Research)

5 Environment and Forests (including Zoological Survey of India and Botanical 1057.52 1036.19
Survey of India)

6 Science and Technology including Survey of India and India Metrological Department 920.84 985.84

7 Information Technology 497.34 530.62

8 Non-Conventional Energy sources 428.33 381.33

9 Geological Survey of India (Ministry of Mines)* 248.31 271.60

10 Biotechnology 220.70 262.55

11 Indian Council of Medical Research 180.00 201.86

12 Ocean Development 167.05 169.50

13 Centre for Development of Telemetics (Department of Telecommunications) * 108.80 47.66

14307.51 14858.62

(Rupees in crore); 1 Crore=10 Million.
Source: CAG (Comptroller and Auditor General) Report: Report No. 5 of 2005 (Scientific Departments).

? These are not identified as major scientific agencies by DST-R&D Statistics (2004—2005). Expenditure of the DRDO
(Defence Research and Development Organisation) is not covered by the CAG report.
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techniques depends on the specific databases involved. Descriptions of the databases employed for the
India—China studies and the bibliometrics and computational linguistics techniques used follow.

3.1. Databases and information retrieval approach

The objectives for these studies were to assess the research performances of China and India through
analyses of their research output literatures. In the techniques we use for assessment (bibliometrics), both
publications and citations play an important role. In our estimation, the premier research output database
for both publication and citation bibliometrics is the Science Citation Index/Social Science Citation Index
(SCI/SSCI). To access applied literature, the Engineering Compendex (EC) is the database of choice,
although it does not have citation capability.

The SCI/SSCI database ([52]) and the EC ([53]) were used as primary sources. The retrieved SCI/SSCI
database used for analysis consisted of selected journal records (including the fields of authors, titles,
journals, author addresses, author keywords, abstract narratives, and references cited for each paper)
obtained by searching the Web version of the SCI for articles that contained at least one author with an
address in the country of interest. At the time the final data was extracted for the computational linguistics
analysis, the version of the SCI used accessed about fifty-six hundred journals (mainly in physical,
engineering, and life sciences basic research), and the version of the EC used accessed about five
thousand journals (mainly in applied research, technology development, and engineering).

For the China study, sample records were extracted from the SCI for two different years, 2002 and 2005,
and from the EC for years 2000—-2003. There were 7780 records with abstracts retrieved from the SCI for
2002, 34,834 records with abstracts retrieved from the SCI for 2004 to early 2005, and 9949 records with
abstracts retrieved from the EC for 2000-2003. The abstracts were used for the computational linguistics
phase (phrase analyses, document clustering). For the aggregate China bibliometrics analysis, sample 2004—
early 2005 records were extracted for publications and sample 2002 records for citations. For the aggregate
China bibliometric trend analyses, the total 2005 records were used directly from the SCI, and the SCI
Analyze function was used to extract the data. Finally, for the USA—China research investment allocation
comparison, approximately ten thousand records were retrieved for each country from the SCI in mid-2006.

For the full India study, records were retrieved from the SCI for 1991, 2002, and 2005. For the present
India study described in this Special Section, sample records were extracted from 2005 only. Taxonomy
results were obtained for those samples. Fifteen thousand records were retrieved for 2005 (slightly more
than half of India’s total SCI/SSCI research article output), of which 14308 contained abstracts. The
abstracts were used for the computational linguistics. Bibliometrics were performed on the sample 2005
retrieval for mapping and other analyses, and on the total annual records using the SCI analyze function to
obtain gross bibliometric trends with time.

For both studies, temporal trend analyses were performed using the analysis capabilities of the SCI and EC
display screens. Data from the early 1980s to the present were accessed in both databases in periodic intervals.

3.2. Publication bibliometrics

3.2.1. Trend bibliometrics

An important feature of these studies was examination of the trends of bibliometric quantities over
time. Such studies show the temporal evolution of the technical infrastructure, and can identify important
trends that might not be obvious in point studies.
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Both the SCI and the EC have output display capabilities for computing trends in selected bibliometric
quantities. A typical trend analysis consisted of entering a country’s name in the address field, displaying
the retrieved results on the screen, then applying the analysis tool to the retrieval. No downloading was
required for these analyses. Typically, the time origin for analysis was selected as 1980, and then
bibliometrics were examined every five or 10 years until 2005.

For most bibliometric computations, a China paper or India paper was defined as a research article
having at least one author with a Chinese or Indian address. In some select cases, a China or India paper
would be restricted to research articles with only Chinese or Indian author addresses in the address field.

3.2.2. Impact factors

The journal impact factor is a measure of the citation performance of research articles published in the
journal. A journal impact factor for 2005, for example, would be the ratio of all 2005 citations of articles
published in 2004 and 2003 to the number of articles published in those years. The measure is discipline-
dependent, since some disciplines have many more active researchers than others, and these researchers
can generate many citations. The impact factor has come to be interpreted as a measure of a journal’s
quality. Although this is not a linear relationship, the highly regarded journals tend to have relatively high
impact factors for their disciplines. The impact factor was used in the present study to provide balance to
publication statistics that focused on quantity only.

As will be shown in the specific India and China studies, many of the domestic Chinese or Indian
journals had low impact factors. There are many causes that can contribute to a low journal impact factor.
These include low quality of publications, limited journal circulation, overly applied papers, and/or size of
technical field covered (i.e., number of researchers working in the field and available to cite papers). This
study did not distinguish among these factors for the journals listed.

3.2.3. SCI/SSCI access date

Publication of a journal is no guarantee that it will be accessed/indexed by the SCI/SSCI. When a journal
becomes sufficiently recognized, it is then accessed by the SCI/SSCI. For some studies, the date at which the
journal becomes accessed by the SCI/SSCI may be significant. Why is this initial SCI/SSCI access date
important? When evaluating an organization’s or country’s growth rate in publications (a measure of the
research health of the organization or country), two causes of growth are usually included. One could be
increased research sponsorship (more funds leading to more papers); the other could be increased research
productivity. However, during the period that growth is being examined, if journals are initially accessed by the
SCI/SSCI, any papers published in these newly accessed journals will be counted toward publication growth.
This apparent research output growth is a bookkeeping artifice. If, over the period of interest, a country
publishes extensively in journals newly accessed to the SCI/SSCI, then serious caveats are required before
interpreting these “virtual” growth results. This fact is not solely of academic interest. As will be shown in later
papers of this Special Section, it is a real concern with regard to China, which publishes extensively in recently
accessed journals with low impact factors. This issue is not easily resolvable; there are no easy corrections to be
made. The journal may be a good one that should have been accessed by the SCI/SSCI decades earlier; perhaps
the country’s publications growth should have been reflected at a higher level decades earlier.

3.24. Factor analysis
Factor analysis of a database aims to reduce the number of variables in a system and to detect structure
in the relationships among variables. Correlations among variables are computed, and highly correlated
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groups (factors) are identified. The relationships of these variables to the resultant factors are displayed
clearly in the factor matrix, in which the rows are variables and the columns are factors. In the factor
matrix, the matrix elements, Mj;, are the factor loadings, or the contribution of variable 1 (in row i) to the
theme of factor j (in column j). The theme of each factor is determined by those variables that have the
largest values of factor loading. Each factor has a positive value tail and a negative value tail. For each
factor, one of the tails typically dominates in terms of absolute value magnitude. This dominant tail is used
to determine the central theme of each factor. Factor analysis was used to quantify word/phrase,
institution, and country collaborations. The number of factors used in the computations must be specified
beforehand, and a number of different approaches exist for selecting this number ([54—56]).

The word/phrase factor matrix is described in the factor analysis sub-section of the computational
linguistics section. The infrastructure factor matrices (where the variables can be people, institutions,
countries, etc.) identify the main infrastructure groups in a database, essentially based on their record co-
occurrences. Identifying the specific infrastructure groups is very straightforward; interpreting why
certain infrastructure elements are grouped together is more challenging.

3.2.5. Correlation mapping

An auto-correlation function describes the correlation between a random function and a copy of itself
shifted by some ‘lag’ distance. This can be reproduced in a map showing terms that commonly occur
together. For example, an auto-correlation map of institutions shows teams of institutions that publish
together.

A cross-correlation map shows relationships among items in a list based on the values in another list.
For instance, a cross-correlation map of institutions and phrases can show groups of organizations that
write about the same things. A cross-correlation map of countries and phrases can show groups of nations
that write about the same things.

In the China and India papers, infrastructure auto-correlation maps are compared to cross-correlation
maps where possible. This may prove to be a powerful approach for identifying infrastructure elements
that are related by common interests but that are not collaborating. The question then is: Why are these
collaborations not occurring? Is the cause insufficient awareness, insufficient coordination, or insufficient
technical commonality at the lowest levels of technical detail?

Because of the rather modest space available in a paper for a map, care must be taken to extract
maximal information from the variables mapped. For example, in cross-correlation maps, the selection of
the number of variables to be displayed on the map and the number of variables to be selected for the
correlation must be carefully considered.

Typically, the variables selected for display tend to be those of highest frequency, and only those of a
sufficient number that they can be displayed clearly. This can be determined iteratively, where extra
variables are plotted and those that have little correlation/connectivity on the map are discarded and the
correlation re-run. The variables selected for the correlation (those responsible for linking the variables
displayed) are more challenging.

Two approaches have been used for selecting specific variables in the India and China papers. In the
first, the highest frequency variables are selected for the cross-correlation, and the maps are plotted.
Sometimes (not always), a very complex, dense, and highly connected network will be displayed.
Because of the line density, very little information is available from the maps. As the first author’s
ongoing nanotechnology study is showing, cross-correlation plots of performing institutions with cited
journals sometimes have this densely connected characteristic (basically, in the institution-cited journal
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cross-correlation map, such a dense network reflects that most of the institutions are citing the same high-
profile journals).

In the second approach, the plotted variables are kept the same, but the correlation variables are
selected from lower on the frequency list. One characteristic of bibliometric variables or text phrases is
that the variables/phrases become more focused as the frequencies of occurrence decrease. Text phrases
become more descriptive technically; cited journals become more discipline-specific. For the cited
journals case, the maps are transformed from a highly connected uninterpretable display to a moderately
connected display with sharp results (differentiating those institutions that cite journals in very focused
technical areas). In the present country studies, different frequency bands were selected for phrases only.
Selection of different frequency bands appears to be very promising for text-mining analysis, though this
capability does not appear in the literature. The auto-correlation mapping usually precedes the factor
analysis, and the number of factors to be selected for the factor analysis is estimated based on the number
of groups discernible from the auto-correlation map.

3.3. Citation bibliometrics

3.3.1. Value of collaborations

The ease of international travel and the ready availability of global high-speed communications have
resulted in the internationalization of research. Additionally, large centralized facilities created by
consortia of countries/international research foundations, as well as projects that require international
participation, are other important factors contributing to internationalization of research. This translates
into higher levels of research collaboration. To assess the benefits from collaboration for India and China,
it is necessary to determine the extent of the collaboration and some measure of its impact.

Country co-occurrence matrices were used to determine the degree to which nations were co-authoring
papers with India or China. To quantify the impact of collaboration, citations from articles with and
without external collaborators were evaluated. Again, multiple citation perspectives were examined. The
first case (including external collaborators) consisted of all research articles in the SCI/SSCI published
from 1995 to 1999 having at least one author with a Chinese or Indian address. The second case (no
external collaborators) consisted of all research articles in the SCI/SSCI in this period with Chinese or
Indian authors only.

The total articles retrieved in the two cases (with and without collaboration) were compared to
determine the extent of collaboration. Then, the median citations of the top ten articles, the top 5% articles,
and total articles were tabulated and compared. This allowed comparison of India and China from
different citation perspectives, as well as each country alone with and without collaboration.

3.3.2. Most-least cited

A powerful technique used in past text-mining studies by the first author is comparison of the most
frequently cited papers in a country study or technology assessment with the least cited. This allows
infrastructure and technical theme patterns of each literature to be strongly contrasted, providing for easier
interpretation.

For both studies in this series, the papers with the most citations (greater than some threshold) were
compared with those with the least citations (zero) for separate time periods, in order to track the changes
in characteristics of these papers. The most-cited papers were identified visually using the citation sort
capability of the SCI operating on the retrieved country records. The papers with zero citations were
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obtained by random sampling of all articles with zero citations published in the same time frame as the
most-cited articles.

3.3.3. Quality comparison using citations

Many of the bibliometric comparisons between India and China have been based on output quantity.
But output quality needs to be addressed as well. Comparison of research quality by approaches other than
peer review is very complex ([57,58]). We decided to develop a citation-based approach for comparing
the quality of China’s published research output with that of India. Additionally, for normalization
purposes, it was desirable to compare the citation performance of the China—India “winner” with that of a
more developed nation. Australia was chosen as a more technologically developed nation located in a
similar geographical region (Western Pacific), with a much smaller population and a similar research
output for 1998, and was used as a second basis for comparison.

For the comparison, 1998 was chosen as the vintage year. It was long enough ago that a substantial
number of citations could have had time to accumulate, but sufficiently recent to indicate current
research quality. Additionally, the total number of SCI/SSCI papers for each country for 1998 was
similar (India, 16,228 research articles; Australia, 20,185 research articles; China, 18,830 research
articles). Equal numbers of records for India, China, and Australia (3500) were downloaded from the
SCI/SSCI. Phrases and their frequencies were extracted from each country’s materials. China’s and
India’s phrases were combined to compare these two countries, and China’s and Australia’s phrases
were combined to compare these two countries. Identical phrases were grouped, and their ratios of
frequency were computed.

It was useful to select phrases representing important technical disciplines with similar levels of
emphasis, and since the total published records for each country for 1998 in SCI/SSCI was within about
10%, a factor of about two for the difference in phrase frequency for a technical discipline was viewed as
the outer bound of similar emphasis. Thus, those phrases with both high frequencies of occurrence and
frequency ratios within a factor of two were extracted, and examined.

For the China—India comparison, different phrases were chosen to represent the four major research
categories: physical sciences, environmental/agricultural sciences, life sciences, and materials sciences.
Ordinarily, engineering sciences is used rather than materials sciences, but there were insufficient phrases
with adequate frequencies to represent engineering sciences, so materials sciences was used instead.

For the China—Australia comparison, different phrases were chosen to represent the same four major
research categories.. Each phrase could be perceived as representing a specific technical discipline within
one of the four broader categories defined above. Each phrase was used as a separate query, and inserted
in the SCI/SSCI search engine for 1998. The total SCI/SSCI citations for the retrieved records for each
country for each phrase from 1998 to mid-2005 were tabulated and analyzed.

The philosophy behind the specific metrics used for the comparison is as follows. There are a number
of different metrics that could be selected for citation comparisons between the two countries. Average
citations, median citations, or citation distributions based on the total retrievals or a portion of the
retrievals would all be candidates. However, given the nature of research, in which often only a modest
fraction of projects will achieve their initial objectives, it is crucial to identify those projects that
generated a substantial payoff. This suggests emphasis on the top layer of performing projects. This
layer could be a fixed number (e.g., top ten) or a percentage of the total (e.g., top 1%). The Finland
study we conducted last year [59] used both for comparison purposes, and the relative standings
remained the same.
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Thus, the citation performance of the ten most cited papers for each technology for each country was
compared. Initially, both the median citations and the citations of the two highest papers were used as
metrics to obtain multiple perspectives for comparison. However, in many cases the most cited paper was
an outlier, and included authors from other (more technologically advanced) countries (especially in
India’s case). Since the contribution of the authors from other countries to the quality of the target paper
was unknown, it was believed that giving full weight to the outliers’ citations for either India or China
would distort the results. All the top ten papers were retained for computing the median, reflecting the
reality that India or China did play some role in the outliers’ quality, and the median of the top ten was the
final metric employed.

3.3.4. Citation trends

Citations tend to be a widely used, albeit imperfect, proxy metric for quality. In order to track the
quality of each country’s research output over time, trends in aggregate country citations were followed.
Since no single citation metric was adequate as a stand-alone representation of quality, a suite of metrics
was employed to provide multiple perspectives on quality.

For every fifth year starting in 1980, the numbers of papers published for each country were tabulated.
Then, the numbers of papers with more than a hundred cites were listed, followed by the median of the top
twenty cited papers, the median of the top 1% cited papers, and the median citations of the total country
output. This approach also allowed the trends in fractions of total publications that were highly cited to be
tracked over time, to estimate whether growth in sheer numbers of publications is being achieved at the
expense of quality.

3.4. Computational Linguistics

3.4.1. Research Investment Strategy

Understanding India’s or China’s research investment allocations is the first step to understanding their
research investment strategy. This understanding can provide the context for the specific technical thrusts
identified. Two approaches were used to determine India’s or China’s research investment allocations.
Both derive from computational linguistics, with the first based on document groupings, and the second
based on phrases.

3.4.2. Taxonomy using Document Clustering

The first approach uses document clustering to generate technical categories and the numbers of
documents that populate these categories. This approach does not use funding allocations directly, but
rather the proxy metric of published documents as a reflection of levels of effort.

Document clustering is the grouping of similar documents into thematic categories. Different
approaches have been described ([60—69]]). The approach used for the India and China studies in this
Special Section is based on a partitional clustering algorithm ([69,70]) contained within a software
package named CLUTO. Most of CLUTO’s clustering algorithms treat the clustering problem as an
optimization process that seeks to maximize or minimize a particular clustering criterion function defined
either globally or locally over the entire clustering solution space. CLUTO uses a randomized incremental
optimization algorithm that is greedy in nature and has low computational requirements.

In partitional clustering, the number of clusters desired is input, and all documents in the database are
included in those clusters. Clustering was conducted for the 2004 to 2005 documents retrieved from the



1534 R.N. Kostoff et al. / Technological Forecasting & Social Change 74 (2007) 1519-1538

SCI/SSCI for China, and for the 2005 documents retrieved from the SCI/SSCI for India. There were 256
clusters run for the retrieved articles from China, and these clusters are listed in detail in [25] in the order
in which they appear on the hierarchical tree. They were aggregated into a hierarchical taxonomy using a
tree generated by the CLUTO software. There were 256 clusters run for the 1991 and 2002 articles for
India, listed in [71]. There were 16 clusters run for the retrieved 2005 articles in the India study in this
section of TFSC.

In addition, the India study in this section used an upgraded version of the clustering algorithm that
included metrics at each node in the hierarchical taxonomy. This capability allows the technical
infrastructure to be coupled to the technical themes at every level of aggregation, and is useful to a wide
variety of audiences.

3.4.3. Factor analysis

A factor matrix of phrases/words identifies the main technical themes in a database. Those relatively
few words/phrases with the highest absolute values of loadings for a given factor constitute the elements
of the technical theme for the factor. It is the responsibility of the human analyst to reconstruct the factor
theme from the component words or phrases, usually a straightforward procedure.

3.4.4. Relative investment strategy

The second approach for determining China’s or India’s research investment allocations uses specific
phrases derived from the abstract. To place these results in context, the records associated with very
specific Chinese or Indian efforts are compared with those of the USA.

The present approach is based on the philosophy that very specific sub-technology areas should be
compared to identify precisely where different countries have concentrated their investment. The critical
sub-technologies emphasized by each country become the “dots to be connected” for understanding the
overall country research investment strategy.

To determine desired specificities of the technology areas, we follow the chain of disaggregation, starting
from the top. At the highest level are the research articles for all of China or India. One could compare the
number of research articles in a given year with that of, say, the USA, and draw very general conclusions about
overall research output. This was essentially the approach of King, in comparing the research output from
thirty-one different countries [72]. Very limited information can be obtained from this level of resolution.

At the next level would be research articles for each technology area for a country. Making
comparisons at this level for critical technologies provides a much more strategically important view of
each country’s capabilities [73]. Recent text-mining studies on nanotechnology [28] and energetic
materials [unpublished] show that China is advancing rapidly in its research article production in these
two critical technologies, and is second only to the USA in research article production. However, even
these results aggregated at the critical technology level may be too general for critical investment strategy
emphasis analyses. If China is second to the USA, for example, in nanotechnology overall, might there be
sub-areas of nanotechnology (e.g., nanocomposites or nanorods), in which China is actually leading the
USA in research article production? And what would be the strategic implications of China heavily
emphasizing research investment in such specific areas?

Thus, at the next level would be sub-critical technology areas, such as nanocomposites or nanorods in
the example above. Further levels of disaggregation are possible, such as “metal nanocomposites” or
“heavy metal nanocomposites.” The terminal level of resolution used for the comparison depends on the
objectives of the study, and the numbers of articles available at the different levels.
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This latter approach was used to compare the relative investment allocations of China and India and the
USA for the present section, with a resolution at about the critical sub-technology level. Ten thousand
articles each from the USA and China (or India) were downloaded from the SCI/SSCI for 2006
(specifically, the 10,000 most recent articles since 30 August 2006). At the time of the download, the total
number of USA articles was tabulated and the total number of China (or India) articles was tabulated.
Thus, the ratio of USA to China or India articles could be computed.

A phrase frequency analysis was performed on each download, and the phrases were then combined.
The ratio of frequencies for each phrase was tabulated. Phrases were ordered by the ratio of occurrence in
each country’s download. Two bands were considered: phrases that had a large China (or India)/USA
frequency ratio and phrases that had a large USA/China (or India) frequency ratio (the opposite ends of
the spectrum). Select phrases in these bands were inserted into the SCI/SSCI, and the actual numbers of
records that contained these phrases (for the first 8 months of 2006) were obtained.

Because China’s overall SCI/SSCI records were about one fourth those of the USA, and India’s overall
SCI/SSCI records were about one tenth those of the USA, any technical thrust areas (represented by the
technical phrases) in which India or China had greater numbers of records in total than the USA reflected a
high relative investment in that specific area by India or China. As will be seen in the specific India—China
papers in this Special Section, the results in this section are striking, and dramatically illustrate the
differences in India’s, China’s, and the USA’s research investment policies.
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