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Abstract-This study examines how informetric characteristics of information retrieval 
(IR) system databases can be used to heIp the systems designer decide what types of fiIe 
structures would provide the best performance for a given type of information system 
environment. In this first of two papers, the development of appropriate models describ- 
ing database contents, to be used later in a simulation study, are dealt with. Database 
characteristics for which data were collected include: the index term frequency distribu- 
tion, the distribution of terms used per query, and the distribution of term frequency se- 
lections. A shifted generalized Waring distribution was found to provide the best fit for 
the index term distributions with the large data sets used. For the terms used per query, 
a shifted negative binomial was found to provide a reasonable fit. A complex relationship 
was observed for the term selection distribution data, for which the empirical distribu- 
tion is used. As well, four other hypothetical term selection relationships are presented. 
With this information, a simulation study examining system performance under different 
informetric environments can be undertaken. 

1. INTRODUCTION 

Despite the development of faster computing and storage machinery, the efficient design 
and maintenance of information retrieval (IR) systems for optimal performance are still of 
paramount importance. As an example, CD-ROM technology has provided a compact in- 
formation storage medium, and in only a few years has quickly gained wide acceptance in 
libraries and information centres. However, CD-ROM technology is comparatively slower 
as a retrieval method than traditional magnetic disk. The design of more efficient retrieval 
systems could help to reduce such a drawback. As well, with the proliferation of increas- 
ingly Iarger databases requiring a greater amount of searching, efficient designs again help 
to reduce search overhead. 

Informetrics has traditionally found applications in such areas as library collection 
management and the development of science policy in government. However, it could also 
provide a valuable tool with which to design and maintain IR systems. Using knowledge 
of the quantitative properties of the information contained in such systems -for example, 
the distribution of index terms and the database growth rate- decisions could be made re- 
lating to system design features and maintenance. 

The purpose of this two-part study is to compare, using simulation techniques, the re- 
trieval and space requirements performance of several types of IR systems using different 
file structures and informetric patterns of database contents and use. In this first paper, 
the informetric characteristics of existing databases that describe system contents and use 
are presented. Using these characteristics as the basis for a hypothetical system, simulated 
performance results can be examined to see how these characteristics affect performance 
(Wolfram, 1992). Specifically, the effect of different index term distributions and usage be- 
haviours on the retrieval time and space requirements are examined. Comparisons are made 
with several file structures used in automated XR systems. By varying in a factorial study 
the parameters relating to the term distributions and term selection distributions, the com- 
parison is extended to a number of retrieval system situations. The ultimate goal of such 
a simulation study is to determine whether specific index term distributions and selection 
patterns favour use of one database file design over another for improved accessibility and 
better space economy, 
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2. PREVIOUS RESEARCH 

A number of studies have already explored several aspects relating to informetric 
modelling of IR systems. These have ranged from simple descriptive statistics of the usage 
of data fields, for example (Williams & Shefner, 1976; Ayres & Yannakoudakis, 1979), to 
more complex model development of index term usage and occurrence patterns using in- 
formetric distributions, up to the development of complete system models. 

Models of index term ~stributions in inverted file IR systems have received the greatest 
attention in the literature. In an early study, Griffiths (1975) examines the frequency of in- 
put of index terms, as well as the number of index terms assigned to a document based on 
index terms used in several commercial retrieval system databases. The study was to serve 
as a preliminary investigation towards the development of an overall simulation model. 

Nelson and Tague (1985) provide a comprehensive study in which different mathemat- 
ical distributions are fitted to empirical data sets from several databases, with respect to 
the distribution of index terms over documents, the distribution of exhaustivity, and the 
distribution of term co-occurrences. A shifted binomial, negative binomial, Zipf, Log- 
Rank, and a proposed Split Size-Rank model were tested. The comparatively poor fit of 
size frequency models for the tail end of observed data distributions led the authors to pro- 
pose a split model that relies on a size frequency model for the low-frequency terms and 
a rank frequency model for the more frequently occurring terms. 

In a supplementary study of term distribution modeiling, Nelson (1989) examines sev- 
eral theoretical distributions to determine which may provide better fits to observed data, 
and the appropriateness behind each distribution’s use. The generalized Waring and gen- 
eralized inverse Gaussian Poisson distributions are shown to provide improved fits over 
variations of the traditional Zipfian distributions used in the past. 

Other characteristics of IR system index terms have also received attention in the Iit- 
erature. In another study conducted by Nelson (1988), the correlation of term usage and 
term occurrence frequencies are examined for an online public access catalogue. A signif- 
icant correlation (Pearson’s r = 0.808) was found to exist between frequency of occurrence 
and use. Nelson (1983) has also examined the co-occurrence of index terms in user queries. 
It was shown that the independence assumption of index term usage (i.e., the use of one 
term in a query is independent of the use of another) is unrealistic. For a small percentage 
of index term pairs, a high association coefficient is observed, making at least a binary de- 
pendence model necessary. 

The simulation approach to IR systems incorporating informetric characteristics has 
been undertaken in a number of studies. Simulations can serve one of two purposes, as out- 
lined by Tague et al. (1981): (a) for the effective representation of bibliographic items and 
use, to better understand the processes involved; or (b) for performance evaluation, using 
access time of records to find more effective ways to retrieve bibliographic data. 

Cooper (1973) provides one of the earliest attempts at fully simulating the overall in- 
formation retrieval process and the parameters involved. The Cooper model consists of five 
parts: a thesaurus generator, document generator, query generator, search routines, and 
evaluation routines. The results of the simulation as a tool for modelling and evaluating 
the retrieval process were inconclusive. He felt that because of the lack of comprehensive 
knowledge of the overall process and the intricacies related to the interaction of different 
variables not modelIed, the simulation model was still deficient as an evaluative tool. 

Nelson (1982), in his doctoral dissertation, develops a general probabilistic model for 
an IR system defined by an 1 1-tuple of sets and functions, taking into account the terms 
over documents and queries, the distribution of exhaustivity over documents and over que- 
ries, the distribution of co-occurrences of terms, and the distribution of relevant and non- 
relevant documents over the number of terms. 

Tague et al. (198 1) examine some of the difficulties with the overall simulation of re- 
trieval systems. They present a formal model of a bibliographic retrieval system consist- 
ing of a quintuple: (1) a set of document descriptions, (2) a set of query descriptions, (3) 
a set of rankings for (l), (4) a retrieval function, and (5) an evaluation function. They per- 
form a simple simulation and provide algorithms used to generate a set of document de- 
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scriptions (distributions for index terms, co-occurrence of terms, terms over documents) 
and a set of queries. 

Whereas many of the above studies employ informetric distr~bntions to aid in the 
modelling of IR systems, few studies have explored the application of informetrics as an 
aid in the design and maintenance of IR systems. Houston and Wall (1964) in an early pa- 
per on the topic examine post-coordinate indices for term usage and draw attention to the 
application of knowledge of term distributions to automated retrieval systems design. 
Zunde and Slamecka (1967) provide an information theoretic approach to index construc- 
tion by examining performance efficiency of index terms for information transmission. The 
optimum index term distribution for a system for maximum information transmission is 
compared to the observed distribution as an indicator of performance efficiency. 

Tague (1988) and Fedorowicz (198la, 1981b, 1982a, 1982b) demonstrate how the use 
of appropriate mathematical distributions may be used in file design to estimate space re- 
quirements for different components of a retrieval system, including the size of the index 
file and the postings file. Tague and Nicholls (1987) report that appropriate estimation of 
a Zipf size variable may be used to estimate the maximum size of a postings list expected 
in a postings file. Wolfram et al. (1990) explore the use of literature growth distributions 
to examine bibliographic database growth rates. Such knowledge would provide the sys- 
tems manager with an indication of future disk space requirements and when additional 
indexers are required to index new entries. Brooks (1987) examines whether Bradford anal- 
ysis of authorship dispersion can be used for database design by attempting to correlate 
Bradford multipliers with database space economy. No significant relationship was found. 

Sampson and Bendell (1985) discuss how knowledge of the Zipfian distribution of in- 
dex terms may be used in database performance modeiling of secondary key indices. With 
knowledge of the index term distribution of a system, based on a random sample taken 
from the system, one can predict the minimum index lookup time for entries. Bennet (1975) 
investigates a similar idea and provides the same recommendation_ He also examines a 
method for efficient storage of citation numbers for the more frequently occurring terms, 
thereby utilizing less space, 

The lack of any substantial literature that examines the use of informetrics in prag- 
matic terms, and in a comprehensive manner, as a tool for IR systems design and main- 
tenance, provides many avenues of research that have not been examined extensively or 
have yet to be explored. It does not appear that factorial studies have been undertaken 
which take into account different file structures with different system parameters described 
by informetric distributions for improved accessibility and space savings. The preliminary 
model development for such a study is presented here. 

Prior to model development, it is necessary to collect appropriate data from which in- 
formetric models outliaing the observed relationships can be fitted. A number of charac- 
teristics may be used to represent the functioning of an IR system. For the present study 
knowledge of three random components is necessary: 

1. the distribution of terms used per query (Terms per Query Distribution)- to pro- 
vide information relating to the size of user queries; 

2. the frequency of occurrence of index terms in the database (Index Term Distribu- 
tionj-to determine how terms are distributed within the database; and 

3. the r~ationshjp between term frequency of occurrence and use fferm Selection Dis- 
tribution)- to determine how terms are selected for use with respect to their fre- 
quency of occurrence in the database. 

Different types of data can be stored in automated IR system databases. Thus obtain- 
ing data of several types provides a broader scope for the study. Examples of three types 
of systems were examined for data: 
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Online Public Access Catalogues (OPACs): OPACs contain catalogue data relat- 
ing to the holdings of a library or information centre. Entries tend to consist of 
monographs and contain fields normally needed for cataloguing such materials. 
Bibliographic Databases: Bibliographic databases provide a wider range of infor- 
mation than OPACs by including citations and possibly abstracts to periodical lit- 
erature, conference proceedings, letters, reviews, and monograph data. Online 
databases available through vendors such as DIALOG and BRS as well as many 
CD-ROM databases are generally of this type. 
Full Text Databases: In addition to providing bibliographic citations, such data- 
bases provide the text of the item being searched. Because they include passages of 
natural language text, their index term distributions are expected to differ from 
those not including natural language text. Such databases are also available through 
database vendors. 

3.1 Terms per query distributions 
In most online search systems, queries exist as one or more terms to be searched, 

strung together with boolean operators. Ideally, a transaction log of searches performed 
over a period of time could be collected and analyzed to provide the distribution of terms 
used per query. Of the three types of systems studied, data collection of this type was pos- 
sible only for the OPAC. The OPAC system at the School of Library and Information Sci- 
ence (SLIS) at the University of Western Ontario (U.W.O.) at the time was used to collect 
query data for another research project underway at SLIS. The small number of searches 
collected over the spring term at SLIS by the project prevented sampling of the searches, 
so it became necessary to rely on all valid searches recorded. 

Data for the bibliographic and full-text database systems were obtained from another 
source. A vast store of data extending back several years was available in the form of on- 
line search strategies for user search requests, performed by the online search librarians of 
the D.B. Weldon Library at U.W.O. It would not be unreasonable to assume that the wealth 
of search strategies are representative of the actual searches performed and of IR system 
searches in general, A random sample of 300 searches over the most recent two years pro- 
vided an adequate sample for the bibliographic database with which to model the number 
of terms in a query. 

Data representing searches from fulf-text systems were not as numerous as for the bib- 
liographic searches. it was possible to extract such search data from the D.B. WeIdon Li- 
brary collection of searches, spanning 1987, 1988, and the first two months of 1989, but 
as with the OPAC data it was necessary to include all available searches without the ben- 
efit of sampling. 

Two characteristics of the online searches performed at the D.B. Weldon Library were 
of concern: (1) The possible lack of inclusion of searches that use a small number of terms 
within the database of searches, and (2) The use of truncation symbols in search requests. 
In searches involving few terms, a written record of the search is occasionally not kept on 
file. The nature of such searches is generally informal, and thus can be excluded. Searches 
that employ truncation symbols may also cause difficulties in the identification of how 
many search terms were used, or were intended to be used, by the searcher. For the small 
proportion of such searches, the number of search terms searched was estimated from the 
likely terms to have been included in the index. When a doubtfui estimation situation did 
arise, the search request in question was discarded and another was chosen. 

Selection of mathematical distributions for model fitting was limited to Poisson-like 
functions. Very few queries existed with few terms or with many terms, but the majority 
of queries consist of a mid-range number of terms (Figs. 1 to 3; see the Appendix for the 
collected data). Probability functions, represented byf(x), for two distributions were tested 
for goodness of fit to the observed data. These were: 

(a) shifted Poisson 

e-‘p*X-” 

fCx) = (x- I)!’ x = 1,2,. . * (1) 
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Fig. 1. Distribution of terms used per query-OPAC database. 

where p is a constant; and 
(b) shifted negative binomial 

f(x) = (“Z”;2)(1 -p)npx-l, x=1,2,... 

3 

(2) 

where n and p are constants. Shifted forms of the distributions were used because of the 
nature of the data. The unshifted distributions begin with x = 0, whereas the terms per 
query data begin with x = 1. 

A third distribution, the shifted binomial, was also initially considered. However, from 
the nature of the data, in terms of the relationship between observed means and variances, 
the calculation of parameter values was unstable and clearly inappropriate for represent- 
ing the data. 
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Fig. 2. Distribution of terms used per query-bibliographic database. 
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Fig. 3. Distribution of terms used per query- full-text database. 

3.2 Index term distributions 
Mathematical models for the distribution of the frequency of occurrence of index 

terms have been examined in several studies, reviewed earlier. For the current study, four 
distributions were selected for fitting to the collected data, either because of their traditional 
use in such research or because of their recently realized potential: 

(a) Simple Zipf distribution: The proportion of index terms f(x) appearing x times can 
be estimated by: 

f(x) = a/xb, x = 1,2,. . . , Xmax (3) 

where a = l/C:_? (l/xb) and b is a constant. 
(b) Mandelbrot-Zipf: This is a generalized three parameter form of the simple Zipf: 

S(x) = a/(x + c)~, x = 1,2,. . . (4) 

where a, b, and c are constants. 
(c) Shifted negative binomial distribution: 

f(x) = (“;“;‘)(I -p)npx--l, x=1,2,... 

where n and p are constants. 
(d) Shifted generalized Waring distribution: 

f(x) = 
r(u+a)r(x+ u- l)I-+(x+@- 1) 

B(cr,p)r(v)r(X+U+ar+p- 1)(x- l)!’ 
x= 1,2,... 

(5) 

(6) 

where (Y, /3 and u are constants, I’( *) represents the Gamma function, and B(*,*) the Beta 
function. 

Index term distribution data were obtained for the different types of IR systems, out- 
lined in the previous section. The number of observations prevent a clear graphical presen- 
tation of the index term data. However, a summarization of the data appears in the 
Appendix. The SLIS OPAC database was used to provide the OPAC term distribution 
data, containing 39,617 records and 33,336 terms in the basic index. For the bibliographic 
and full-text databases, reasonably-sized databases from the DIALOG ONTAP selection 
were used. Data collection required that frequency of occurrence values be noted for each 
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basic index term and then be tallied into the term distribution. For the bibliographic data- 
base, ONTAP Food Sciences and Technotogy Abstracts (fife #25I) was selected, The data- 
base represents six months of data (January 198%June 1985) containing IO,156 records and 
73,975 terms. For the full-text database, ONTAP Tax Notes Today was seIected {file #199), 
containing six weeks (August 4, 1987-September 15, 1987) of full-text data, totalling 1,456 
records and 35,089 terms. Unlike many of the previous studies, which have relied on rel- 
atively small data sets with hundreds of documents, this study relied on rather large data- 
bases containing many thausands of terms, thereby making model fitting even more 
difficult due to the large number of term sizes. 

3.3 Terp~ selection distributions 
Because the relationship between frequency of term occurrence and frequency of use 

pfays an important role in determining the probability of a term of a given size being used 
in a query, the ultimate system performance will be highly dependent on the type of rela- 
tionship observed. Several studies reveal different opinions and findings on index term use 
and occurrence. Bennet (X975) indicates that no observable relationship exists, based on col- 
lected data. Salton (1975) hypothesizes that for best retrieval results, users should choose 
index terms of mid-range frequencies, as opposed to those that occur least and most fre- 
quently, because the mid-frequency terms provide the greatest discriminatory power. Nelson 
(1988) demonstrates that a significant correlation (Pearson’s r = 0.808) exists between oc- 
currence and use, with terms occurring most frequently being chosen most frequently in 
queries. 

A variety of such relationships are conceivable, so several are proposed for this study. 
Data in the required format were very difficult to collect because few IR systems are spe- 
cifically designed to tabulate usage values. It was therefore necessary to supplement the col- 
lected data with hypothetical distribution proposed by others for this activity. It was 
possible to collect data relating to term usage for the SLIS OPAC, as it keeps a count of 
the frequency of use for each term. The usage frequency for each term was extracted and 
then cumulated to form the term selection distribution” Four other hypothetical distribu- 
tions are also considered and discussed below. 

4. MODEL FITTING RESULTS AND DISCUSSION 

The observed data collected were fitted to mathematical distributions to determine 
which distributions best modelled the data behavior. The technique for parameter estima- 
tion used was minimum chi-square. Minimum &i-square estimation, as Berkson (1980) has 
shown, provides good estimates for parameters and may even be regarded as more funda- 
mentat than more popularly used measures, such as maximum 1ikeIihood estimation. One 
main advantage of minimum chi-square is that it does not require the formulation of point 
estimators for model parameters, such as for method of moments and maximum likelihood 
estimation. For complex distributions, development of these estimators can be computa- 
tionally quite intensive, 

Minimum chi-square estimation attempts to determine most appropriate parameter 
values for distribution fitting by choosing those values that minimize the chi-square 
goodness-of-fit between the observed and fitted values, thus providing the best fit. Estima- 
tion of parameter values may be performed manually through iteration for distributions 
where only one or two parameters need to be estimated. The procedure may be automated 
for more complicated estimations by relying on minimization routines that attempt to 
bracket minima1 estimates for each parameter. In this study the STEPIT minimization rou- 
tine (Chandler, 1965) was used for estimation of the three parameter distributions. 

Once parameter values have been estimated, the closeness of fit of the proposed dis- 
tribution to the observed data may be compared using chi-square goodness-of-fit tests. An- 
other method commonly used for this purpose is the Kolmagorov-Smirnoff goodness-of-fit 
test (Conover, 1980). Since this method usually assumes use of continuous data in cumu- 
lative form, not uncumulated discrete data as in this study, it was not used here. 

Chi-square values were used for comparative purposes only, Models that produced the 
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lowest value were chosen as providing the best fit. Since differences in chi-square values 
were so clearly defined, it was not necessary to take into account the effect of the slightly 
different numbers of degrees of freedom due to the number of parameters in each model. 
Models were also not tested in terms of level of significance for two reasons: 

l Four of the seven data sets contain a large number of cells for chi-square fitting, 
even with appropriate collapsing of data values across cells. With such a large num- 
ber of degrees of freedom involved, even small differences between observed and 
fitted values quickly accumulate, thereby producing a significant chi-square outcome. 

l Most of the seven data sets represent populations, not samples from which infer- 
ences can be drawn. The use of inferential methods to draw conclusions would, thus, 
be inappropriate. 

4.1 Terms per query model fitting 
The nature of the collected data for the terms used per query hinted that distributions 

with Poisson-like characteristics should be selected for model fitting. The chi-square fittings 
for the three data sets employing the shifted Poisson distribution (Table 1) indicate a poor 
fit. The distribution contains only one parameter, and does not effectively model the range 
of behavior observed, particularly in the tail of the distribution, where the fitted values 
decreased much more rapidly than the observed values. The shifted negative binomial dis- 
tribution provided much better fits for the data. The distribution contains two parameters 
and is more accommodating in modelling the observed behavior. For the bibliographic and 
full text databases the improvement is substantial. 

4.2 Term distribution model fitting 
Each of the term distribution data sets collected represented a large range of values to 

be fitted, due to the numerous terms. These values, in turn, represented a large number of 
distinct posting list lengths for the term distribution within each database. Traditionally, 
bibliometric distributions have been fitted to data sets where the maximal observed value 
and set of term occurrence values were comparatively small. For the collected data sets, the 
number of distinct term frequencies for each database was several hundred, with maximal 
values of 1,965, 8,451, and 16,369 for the full-text, OPAC, and bibliographic databases, 
respectively. With so many term frequencies, high values for goodness-of-fit results were 
expected. Despite this, with appropriate collapsing of data across term frequencies of oc- 
currence at the tail end of distributions, reasonable fits were obtained for a few of the dis- 
tributions tested. 

The traditional single parameter Zipf model, because of its simple nature, provided 
a relatively poor fit, particularly for the bibliographic and full-text data (Table 2). How- 
ever, the fit for the OPAC data was surprisingly good. The Mandelbrot generalization of 
the traditional Zipf distribution provided a noticeably better fit for all data sets. The three 
parameters allow the distribution to be more flexible in modelling the data. The shifted neg- 
ative binomial distribution, despite being a two-parameter model, provided the poorest fit 

Table 1. Terms per query data model fitting 

Model system Parameters Chi-square df 

Shifted Poisson 
Bibliographic 
Full-text 
OPAC 

Shifted negative binomial 
Bibliographic 
Full-text 
OPAC 

&-z 3412.89 17 
7.70 988.82 15 
3.74 36.25 7 

n 
1.76 OP,, 29.95 23 
1.20 0.15 35.86 17 
1.28 0.30 6.38 6 
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Model system Parameters Chi-square df 

Zipf 
Bibiiographic 
Full-text 
OPAC 

Mandelbrot-Zipf 
Bibliographic 
Full-text 
OPAC 

Shifted negative binomial 
Bibliographic 
Full-text 
OPAC 

Shifted generalized Waring 
BibIiographic 
Full-text 
OPAC 

aa b 

0.564 1.881 
0.416 1.551 
0.543 1.827 

O.f6!3 

b 

1.515 -of599 
0.258 1.434 -0.352 
0.435 1.753 -0.134 

0.;74 
P 

0.003 
0.129 0.004 
0.121 0.007 

0.:71 
B 

0.153 3Y959 
0.685 0.226 8.457 
0.856 0.358 2.270 

6913.39 200 
1406.56 191 
304.45 124 

155.26 198 
704.79 189 
233.31 122 

9225.67 199 
4226.97 190 
7632.71 123 

448.37 198 
314.03 189 
185.24 122 

‘a is not estimated, but is dependent upon b. 

of the four models tested. It was particularly deficient in attempting to fit the tail end of 
the data, producing high chi-square values. 

Ajiferuke (1989) and Nelson (1989) have shown the generalized Waring distribution 
(Irwin, 1975a, 1975b) to be quite flexible for the purpose of modelling bibliometric data, 
and the fitting of these data confirms this finding. The model provided the best fit of the 
four distributions, performing considerably better than the traditionally used Zipf and 
Mandelbrot forms. The shifted generalized Waring provided the most difficulty for model 
fitting because of the complex form of the density function. Even without the necessity of 
formulating estimators for the distribution as in method of moments or maximum likeli- 
hood estimation, minimum chi-square estimation using an automated algorithm still re- 
sulted in a computationally intensive procedure, which required numerous iterations before 
a set of parameter values providing minimal chi-square results could be isolated. 

4.3 Term selection models 
Data relating to term use/occurrence relationships are generally not kept on IR sys- 

tems and were largely unavailable for the study, limiting the range of observed distribu- 
tions. It was, therefore, necessary to rely upon hypothetical distributions based on the 
statements of other researchers in previous studies. Raw data were initially collected from 
the SLIS OPAC identifying the frequency of use of each term. By cumulating the use of 
each index term by frequency of occurrence, it was possible to develop an empirical dis: 
tribution which described how often terms occurring once were chosen, how often those 
occurring twice were chosen, etc. 

The resulting distribution for the OPAC data, using a log-log transform for clarity, 
appears in Fig. 4. The cumulated data reveal that terms that occur few times are used most 
frequently, terms that occur most commonly in the database are used with mid-range fre- 
quency, and terms that occur with mid-frequency are, on average, used least frequently. 
The observed distribution can be described as being roughly parabolic. This goes contrary 
to Salton’s hypothesis, where mid-range frequency terms should be used more frequently 
to provide the best retrieval results. The observed distribution may not be representative 
of all online searching, and is studied as only one of five proposed. It may be the case that 
this observed behaviour is a result of inexperienced student searchers, who most frequently 
rely on very broad or narrow terms for searching. The distribution, although far from ir- 
regular, proved to be too widely dispersed to fit adequately to a mathematical function, so 
it was decided to leave the data in the empirical format. By making the observed values pro- 
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Frequency of Occurrence 

Fig. 4. OPAC term frequency of use versus frequency of occurrence. 

portions for both frequency of occurrence and use, the empirical distribution may be gen- 
eralized for use with different term distributions. 

Because Bennet and others predict different relationships between use and occurrence, 
four other informetric relationships are also proposed for term selection, in addition to the 
observed relationship. The other four relationships were represented using hypothetical dis- 
tributions. A graphical presentation of the four relationships appears in Fig. 5. These re- 
lationships include: 

(a) Equal index term use probability: This behavior can be modelled by relying directly 
on the Zipfian relationship of the index term distribution. Overall, terms with only one 
posting will be chosen more frequently because they are more numerous. 

(b) Equal use of each of the different frequencies of occurrence: This relationship as- 
sumes that each size of term has an equal probability of being used (i.e., a term that oc- 
curs once has the same probability of being used as a term occurring many times). It is 
represented by a uniform distribution over each frequency of occurrence. 

(c) Direct relationship between frequency of occurrence and frequency of use: A 
weighting function that gives preference to high-frequency terms can be employed. The 
probability for use of a term of frequency x depends directly on the size of the term such 
that: 

(7) 

(d) Mid-frequency terms are given preference: According to Salton’s proposed use of 
index terms, the terms that occur in the mid-range are given a higher probability of use. 
This behavior may be modelled by employing a shifted negative binomial distribution, tak- 
ing into account where the mid-range frequencies occur and the m~imum observed val- 
ues (~max). By assigning a desired probability of selection value, f(x), at x = 1 and for 
x = Xmax giving: 

f(l) = P" (8) 

and 

f(Xmax) = 
i 

n+Xmax-2 

Xmax - 2 1 
(I - PYPx-‘, (9) 
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Fig. 5. Hypothetical term selection distributions. 

one is left with two equations and two unknowns which may be solved using iterative meth- 
ods. A range of parameter values that provide the desired behavior can then be used dur- 
ing the simulation to model this type of behavior. 

Despite the fact that in four of the five cases the term selection distributions tested were 
hypothetical, based upon the findings and conjectures of others, the purpose here is to test 
system performance under such possible conditions and to determine what role the type of 
distribution played in determining retrieval time. Thus, the hypothetica nature of the term 
selection distributions in no way diverges from this overall purpose. 

Based on these findings, an investigation of retrieval system performance may now be 
undertaken, using the best fitting models to represent the appropriate behaviors. 

5. CONCLUSIONS 

The present study has attempted to develop models of IR system database character- 
istics and use. It was found that for the large term distribution data sets, a shifted gener- 
alized Waring distribution provided the best fits. A shifted negative binomial distribution 
was found to provide reasonable fits in modelling the number of terms used per query. Pre- 
liminary data indicate that the relationship between term frequency of occurrence and use 
in a database is complex. 
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These characteristics of databases are areas that merit further investigation. Although 
index term distribution studies have already been undertaken in several papers, further ex- 
amination is necessary. With the results of further studies, it may be possible to determine 
the range of existing distributions and whether similarities exist between database types, 
thus allowing for broader generalizations to be made. The ability to generalize these regular- 
ities could have benefits for deciding on design features and forecasting system perfor- 
mance. The changes in term distributions over time also need to be examined in greater 
detail. 

Currently, all the data necessary to carry out such studies are not easily available. Term 
distribution data can be collected easily enough, but how often terms are used, and how 
queries are developed are aspects that are not usually stored. The extra space and compu- 
tation necessary to accommodate such values within the indices may not make it cost 
effective. 

In the second paper, the informetric models developed in this paper are used as the ba- 
sis for an examination of system performance of different file structures under different 
informetric database characteristics. 
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APPENDIX 

Terms per query distribution data 
Data appear as number of terms per query followed by frequency of occurrence. 
OPACdatabuse. 1:14, 2:18, 3% 4:6, 5:5, 6:8, 7:2, 8:1, 9~3, 10:2, 12:1, 17:l. 
Bib~iogr~phicd~t~b~e. 1:5,2:19, 3:24,4:26, 5:19,6:14, 7:27, 8:16, 9:14, 10:14, 11:9, 

12:11, 13:14, 14:9, 15:6, 16:15, 17:9, 18:4, 19:4, 20:7, 21:3, 22:7, 23:3, 24~4, 25:4, 26:3, 
28:1, 29:2, 31:1, 35:1, 36:1, 40:2, 44:1, 47:l. 

Full-text database. 1:7, 2~39, 3:27, 4~25, 5:16, 6:8, 7:14, 8:8, 9:8, 10:12, ll:ll, 12:6, 
13:6, 14:5, 15:4, 16:2, 17:5, 19:4, 20:3, 22:1, 24:2, 27:2, 28:3, 31:l. 

Term distribution data 
Data appear as term postings list size followed by frequency of occurrence in the 

database. 
OPACdatabase. 1:18758, 2:4661, 3:2234, 4:1321, 5:911, 6:648, 7:489, 8:414, 9:305, 

10:215, 11:225, 12:183, 13:183, 14:168, 15:148, 16:126, 17:113, 18:94, 19:102, 20:79, 21:84, 
22:62, 23156, 24~66, 25166, 26:53, 27~55, 28~54, 29~35, 30~47, 31~39, 32~38, 33~36, 34~22, 
35~23, 36:27, 37:30, 38:30, 39:24, 40:36, 41:30, 42:31, 43:30, 44:22, 45:19, 46:20, 47:15, 
48:18, 49:21, 50:18, 51-100:438, lOI-250:271, 251-500:83, 501-1000:41, lOOl-8451:19. 

Bib~iogrffphic database. 1:49978, 2:6834, 3:3172, 4:1832, 5:1335, 6:946, 7:786, 8:647, 
9:552, 10:469, 11:402, 12:333, 13:301, 14:281, 15:251, 16:201, 17:189, 18:196, 19:170, 
20:164, 21:151, 22:112, 23:114, 24:112, 25:110, 26:106, 27:99, 28:101, 29:87, 30:81, 31:93, 
32:88, 33~92, 34:75, 35167, 36:72, 37:72, 38:61, 39:55, 40:56, 41:40, 42~54, 43:40, 44:41, 
45:31, 46:38, 47:37, 48:48, 49:27, 50:53, 51-100:1134, lOl-250:920, 251-500:350, 501- 
1000:187, lOOl-16369:132. 

Full-text da&base. 1:17132, 2:3798, 3:2057,4:1407, 5~932, 6:689, 7:646, 8~546, 9:433, 
10:345, 11:348, 12:301, 13:241, 14:252, 15:220, 16:208, 17:203, 18:176, 19:186, 20:137, 
21:162, 22:135, 23:134, 24:118,25:130, 26:85,27:101, 28:87,29:102, 30:81, 31:79, 32:69, 
33~53, 34~56, 35~56, 36~60, 37~49, 38~60, 39~57, 40~55, 41~63, 42~40, 43~42, 44~39, 45145, 
46:47, 47:44, 48:35, 49:34, 50:35, 51-1~:1090, lOl-250:935, 251-500:397, 501-1~:2~, 
lOOI-1965:57. 


