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Abstract - Informetrics deals with the search for regularities in data associated with the 
production and use of recorded information. Most of the methods used in the past im- 
plicitly assume that the variables of importance are quantitative in form. Yet much rel- 
evant data is categorical. In this paper we point out the existence of techniques for 
analyzing such data. Examples of informetric phenomena for which these techniques are 
important are given, and one, involving the book purchasing pattern of a group of li- 
braries. is studied in detail. 

1. INTRODUCTION 

Informetrics deals with the search for regularities in data associated with the production 
and use of recorded information. A cursory glance at major collections of research papers 
in this area, such as Egghe (1988) or Egghe (1990), shows that researchers have been en- 
ergetic and imaginative in exploiting existing statistical technology, ranging from multivar- 
iate methods (Tijssen, 1988) to the properties of highly specialized probability distributions 
(Sichel, 1985). But surprisingly absent are methods specifically crafted for application to 
the type of qualitative or categorical data that characterizes much of informetric research. 
In part, this can be explained by the relative novelty of these techniques-although precur- 
sors go back well towards the beginning of the century, the development and widespread 
application of these methods are quite current; a brief history of these methods can be 
found in Fienberg (1980). 

The names by which these techniques are called varies, reflecting the discipline using 
them and differences in the details of the models. Examples of commonly used names in- 
clude loglinear data analysis, logistic regression, or quanta1 response modeling. A charac- 
teristic shared by most applications of these methods is that the logarithm of some natural 
feature of the data is represented as a linear function of a set of variables. For this reason, 
I shall be referring below to these methods in general as foglinear models, although the 
reader should be aware that this term is often restricted in the literature to a specific ver- 
sion of these models. 

The appeal of loglinear analysis is a consequence of the nature of informetric data. 
Much of these data share two characteristics that limit the applicability of the most heavily 
used data-analytical methods. These data are (a) multivariate, and (b) categorical. That is, 
much of the phenomena that occur in information systems intrinsically involve a number 
of variables that strongly interact with one another, and many of these variables are cate- 
gorical in nature-they are more like subject classification of journal, cited/not cited, na- 
tionality of author, or satisfied/not satisfied, than like age, speed, or distance, although, 
of course, both types occur. When dealing with such phenomena, we would like to study 
how a collection of variables affect the value of a variable of interest. If the dependent vari- 
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able is quantitative, techniques for analyzing these relations, such as regression, are well 
known. We are concerned with cases in which the dependent variable is categorical. 

The methods we are discussing are strongly model based. Unlike many popular sta- 
tistical methods, in which the underlying assumptions are inconspicuous, here we explic- 
itly define how the pertinent variables interact to influence the value of the dependent 
variable. Such a modeling process at once suggests what data to collect and points to how 
these data may be used. Because of the character of information use, often the models are 
statistical in nature; so parameters must be fitted, and the models’ fit tested. 

The purpose of this paper is to introduce these methods as tools valuable for the anal- 
ysis of information systems. Below, we begin by describing the application of these mod- 
els to two contrasting problems that deal with information use. These descriptions are 
sketchy, since our intention here is to leave the reader with a sense of the range of perti- 
nent subject matter to which these methods apply. Where possible, we give references to 
papers in which more detail is available. We then discuss in much more detail a third ex- 
ample, which arose out of a study of book acquisition in libraries; the reader can use this 
section as an introduction to these techniques. But first we shall describe in more detail the 
nature of loglinear data analysis. 

2. LOGLINEAR STATISTICAL MODELS 

The reader is probably familiar with chi-square techniques, which are heavily used 
when treating categorical data. These techniques tend to follow a simple pattern: Counts 
associated with pairs of variables are displayed in a contingency table, collapsing over other 
variables if necessary, and a chi-square statistic is computed to test the independence of the 
two variables. For many kinds of experimentally derived data, these methods can be il- 
luminating. Herbert Goldhor (1972), for example, studied in this manner the effect of var- 
ious methods of displaying books on whether or not they were checked out. The problem 
with approaching multivariate data in this way is that it often obscures relations among 
variables that might be interesting. In some cases these analyses can be seriously mislead- 
ing. When a number of variables act cooperatively to produce a result, it is necessary to 
take their influences into account simultaneously in order to understand the subtle inter- 
actions among these variables, and so that we do not force a variable to act as a substitute 
for another variable which has been omitted. 

When we have a quantitative dependent variable, regression models have very nicely 
satisfied this need (Draper & Smith, 1981). For example, Zweizig and Dervin (1977) and 
D’Elia (1981) use regression methods to study how amount of public library use is influ- 
enced by a range of contributory characteristics such as education level, income, age, sex, 
distance from library, level of social integration, etc. When the dependent variable is cat- 
egorical, however, such an approach is no longer ideal, although Grizzle (1969) and oth- 
ers have tried to adapt regression methods to this context. 

The loglinear methods have been developed to bridge the gap between contingency ta- 
ble analysis and regression methods (see Fienberg, 1980, Bishop et al., 1975, or Freeman, 
1987, for textbook treatments). They are similar to regression analysis in that they are 
driven by models, often linear models, that, on substantive grounds, are expected to de- 
scribe the data. However, now the dependent variable is categorical, so one cannot easily 
model the values it takes directIy in terms of a continuous function. Instead, it is the prob- 
abiiity (or some function of the probability) that the dependent variable may take any par- 
ticular value that is modeled. 

Symbolically, let y be a two-valued categorical variable; for example, we can repre- 
sent whether or not a library has purchased a specific book by such a variable, with the 
value one arbitrarily being assigned to the library’s having purchased the book, and zero 
to its not having purchased the book. Suppose we believe that the purchase decision is in- 
fluenced by a set of independent variables, denoted [xi 1. Though we will soon examine a 
different set of explanatory variables for this problem, for simplicity, we can consider these 
variables to include such values as the size of the library, an indicator of whether it is a pub- 
lic or private institution, the number of Ph.D. programs it offers, etc., as we11 as corre- 
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sponding characteristics of the book. Thus we can include both continuous and discrete 
variables among the independent variables, as is the case with regression analysis. Because 
y is discrete, and its values meaningless, we prefer not to represent it in terms of a contin- 
uous function, as we would using a regression model. But although it is difficult to pose 
the question in terms of how the values fxi) relate to the actual value of y taken, it is nat- 
ural to think in terms of how the independent variables relate to the probability that y take 
any given value-for example, the probability that the library did acquire the book. 

Taking this approach, we might test the model: 

f(P) = CbiXi, 

where p is the probability that y takes one of its two values, andf is an appropriate func- 
tion. The bs are parameters to be evaluated in the course of the analysis. 

If the equation can be inverted, we can write: 

P = g( CbjXj). 

Data analysis based on loglinear methods would begin by creating a data set describ- 
ing a sample of acquisition decisions: Each row would represent a decision by a sequence 
of values. For example, the sequence ( 1,15,0,10,1,1) might represent: The library did ac- 
quire the book (x, = 1 ), the institution had 15,000 students (x2 = 15), was private (x3 = 
0), etc. These data would be analyzed by techniques described in some detail below. For 
example, maximum likelihood techniques can be used to estimate the parameters ( bi j, to 
establish confidence intervals, and to assess the validity of the model itself. In such anal- 
yses, the logistic transformation g(x) = l/l1 + exp( -x)1 has been found particularly 
attractive- hence the name of some of these techniques. Similarly, if we adopt the logis- 
tic model, we can re-express the above relation as log(p/(l - a)) = C&xi, that is, by 
equating the logarithm of a simple quantity (the odds in favor of acquisition) to a linear 
function of the independent variables; we have such a relation in mind when we refer to 
loglinear models. These models are most frequently used for contingency table analyses, 
but can also be used to model response and choice data (Amemiya, 1981). 

We now go on to describe three examples of the loglinear analysis of data coming from 
the information sciences. 

3. ANALYSIS OF QUESTIONNAIRE RESPONSES 

Much of informetri~s involves analyzing data, such as citations to articles, inconspic- 
uously deposited in the course of information-related activity. But another valuable source 
of information about information use is gathered actively, by means of interviews and ques- 
tionnaires. One advantage rarely commented on of such methods is that the process of in- 
formation collection can itself be fairly easily studied, giving considerable insight into the 
validity of the methods and thereby of the data themselves. 

In one such study, we were concerned with the possibility that people were interpret- 
ing terms commonly used in questionnaires in different ways, and that some of the vari- 
ability of response was the result of this variability of interpretation. Indeed, in principle, 
it would be very difficult to separate variations in the behavior of interest from variations 
in the interpretation of the question. We tested this possibility by creating a questionnaire 
that explicitly asked people how they would have responded to a questionnaire after hav- 
ing engaged in various specified activities. 

For simplicity, Bookstein and Lindsey (1990) studied how people interpreted the word 
use. We chose this word because it occurs commonly in questionnaires probing information- 
seeking behavior; because it is simple and, at first sight, unambiguous; and because it applies 
to much information-related activity. Our method was to describe a number of situations 
to which the word use might apply, and ask a variety of people whether they would, if quer- 
ied by means of a questionnaire, answer that they used a facility if they had just engaged 
in that activity in that facility. Thus our data took the form of a respondent by item ma- 
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trix, with one row for each respondent, and one column for each example of a use situa- 
tion, The intersection of a row and column is assigned the value 1 if the user associated with 
the row considered the column item a use. 

The results were striking. Viewing the data matrix immediately impressed us by the 
amount of variability of responses, with substantial disagreement among respondants for 
most events. But we were particularly struck by a pattern that emerged: Some events con- 
sistently had a high probability of eliciting a did use response, across different populations, 
others a consistently small probability. Also, some populations had a higher likelihood of 
a did use response, across event descriptions, than did other populations. 

The regularity of this behavior suggested the following model: We first posit the ex- 
istence of a scale that might be described as degree of information conien?. Each event we 
described has a position on this scale, expressed as a number. Intuitively, for an event, the 
higher the value it has, the more likely is a user to identify the experience of the event as 
a use. Similarly, each person also has a position on the same scale; the higher the scale 
value, the more reluctant a person is to ascribe the experience of an event as a use. The set 
of values for the users and the events are a priori unknown; they are the parameters of the 
model that the analysis of the data set will estimate. 

Our task is to estimate the probability that a given user will rate an event as a use (i.e., 
that a cell in the data matrix will take the value 1). We speculate that this probability is re- 
lated to the extent to which the event’s scale value exceeds that person’s location on the 
scale. More specifically, if Pi describes the ith event’s location, and Sj thejth person’s po- 
sition, then the probability that the person would describe experiencing that event in a fa- 
cility as using that facility was assumed equal to exp(& - $,)/‘[I + exp(& - A,)]. The 
values of the parameters (one 0 for each event and one S for each respondent) are unknown, 
but can be estimated using the methods described above. Also, the analysis gives us some 
indication whether the model itself is valid. 

The value of the loglinear approach for this class of problems is clear. The analysis 
goes well beyond the simple descriptive account that people do indeed differ in how they 
interpret even the most fundamental words that occur in questionnaires and that this in- 
fluences their responses. In addition, it provides a specific model describing why these dif- 
ferences take place, offering a richer and more detailed account of human behavior that 
increases our understanding in a manner that may be helpful in other studies of this kind. 
And the model can be tested to determine whether it is consistent with the data. 

4. INFORMATION RETRIEVAL 

A second, contrasting problem that touches on technical issues similar to those with 
which informetricians are concerned is that of information retrieval-determining whether 
a document is likely to satisfy a given request. We imagine an IR system operating as follows: 
A user gives the system a request. The system then offers the user a sequence of documents, 
determining what to offer the user next on the basis of the user’s relevance judgments of 
documents seen up to that point, Modern retrieval methods are based on decision theoretic 
statistical techniques that attempt to assess the probability that a document will be relevant 
on the basis of available information, for example, the document’s index terms and the se- 
quence of relevance decisions noted above (see, e.g., Bookstein, 1983). Formally, we rep- 
resent a document by a vector, d. Each term in our index vocabulary defines a dimension 
in the vector space, and the value of the ith component of d is the strength with which the 
ith index term has been assigned to the document. The probability that the document rep- 
resented by d will be found relevant to a request, given the evaluations of documents seen 
previously (represented by the symbol h), can be represented schematically as P( r 1 d, h) . 
Here r is the relevant/not-relevant decision; the request itself is implicit in the model. 

Such probabilities are quite difficult to model, and it is customary to invert the pre- 
dicted variable, r, and the conditioning variable, d, by means of Bayes Theorem. This al- 
lows us to evaluate the parameters appearing in the model by making simplifying, but 
troubling, assumptions, most often that of term independence. The methods we are now 
considering may offer an interesting alternative to the traditional approaches, and permit 
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a direct evaluation of the probabilities of interest. We can relate the information retrieval 
problem to the techniques described above by expressing the probability of relevance in 
loglinear form: P(rld) =exp(f(d))/[l +exp(f(d))], forf(d) = CyZObidi; herediis the 
value of the ith index term, and the parameters bi are evaluated on the basis of feedback 
information. The impact of term co-occurrence, which is particularly difficult using the tra- 
ditional approach, can be represented naturally by including terms of the form b,d,d,. To 
procede in this manner, we would have to develop heuristics that dealt with the very large 
number of parameters that must be estimated on the basis of limited amounts of data. The 
use of loglinear models is new to information retrieval {although see Fuhr & Buckley, 1989), 
and is well worth exploring. 

5. BOOK ACQUISITION PATTERNS IN LIBRARIES 

Our last example, dealing with book acquisition in a group of libraries, will be dis- 
cussed in greater detail. In the research being reported, data available at OCLC describ- 
ing the book purchases of a group of libraries were analyzed by means of a special case of 
this model (see Bookstein, 1988, 1990). Programs to carry out this analysis were written in 
the Gauss programming language, a very powerful PC-based language that is particularly 
strong in the matrix manipulation routines needed for complex statistical analysis. 

In trying to discern patterns in how libraries select the books they purchase, we found 
particularly valuable the concept of a peer group, a group of libraries that are similar 
enough so that collectively the group as a whole can serve as a reference to guide each of 
its members in book selection. That is, a peer group is a group of libraries that may vary 
in size but share a book-buying personality. The validity of this concept is tested below. 

We do not intend in this paper to use statistical methods to break a group of librar- 
ies into peer groups, for example, by means of a clustering method. Rather, we are inter- 
ested in exploring how the techniques discussed above can contribute, conceptually, to a 
definition of what a peer group is, and to test whether a group of libraries exhibit a book- 
purchasing pattern consistent with their being a single peer group. We believe this is use- 
ful, because, as we argue below, individual libraries of a group may show apparently very 
different book-purchasing behavior, and yet, in an interesting sense, still constitute a sin- 
gle peer group. But first we must state more precisely what we mean by a peer group, and 
define a model that describes the consequences of peer groups existing. 

The approach we shall take is based on a model of how libraries choose books, in 
which a peer group is defined as a group of libraries within which, except for statistical fluc- 
tuation, the size of the library and the popularity of a book among the peers are the only 
factors governing book-purchasing decisions. In accordance with this model, each library 
is described by a single size-related (or purchasing-strength-related) parameter, d, and each 
book by an attractiveness parameter, 6, measured on the same scale. Note the formal sim- 
ilarity of this model to that in the questionnaire ambiguity analysis described above. As in 
the questionnaire ambiguity problem, a single scale (here acquirability) is created and books 
and libraries are thought of as placed on this scale. We would like to test the hypothesis 
that this placement can be done in a consistent manner such that the acquisition behavior 
of a library with regard to a book is governed by their relative positions on this scale. 

We will be interested in whether this model, described in detail below, at least approx- 
imately describes book purchases of libraries that on subjective grounds seem to form a 
peer group. Indeed, we define a peer group as a set of libraries that purchase books in a 
manner consistent with the model. We can now look more closely at the model itself. 

6. BOOK SELECTION MODEL 

6.1 Introduction 
The specific model we studied here describes a choice situation in which only a library’s 

size (actually, the inverse of a library’s size: its resistance to ~urc~~~e~ and a book’s attrac- 
tiveness (or acquirabiIity) are influential in the model. In this model, the libraries making 
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the choice are assumed to have no individuating personality characteristics (within this 
group) other than that of proclivity to select books: knowing how much they acquire tells 
us all that can be known about these libraries. A parallel statement can be made about the 
books: for prediction purposes, all we can know about a class of books is how often they 
have been acquired. Thus, we have in fact an independence model, with no interaction be- 
tween the library and book parameters. In our example, our libraries were subjectively cho- 
sen as peers, although differing in size; we analyzed their selection of books in the specific 
subject category of calculus. 

To emphasize the parallel with the questionnaire ambiguity problem, we shall use sim- 
ilar notation, and define the model as follows: Each library has a resistance to acquire pa- 
rameter: dj for library j; and each book has an attractiveness parameter: bj for book i. 
The probability that library j will select book i depends only on the degree to which the 
book’s attractiveness exceeds the resistance of the library: bi - dj. 

If we denote the acquisition status of book i with regards to library j by wij, we can 
conveniently represent the formula for the probabilities by: 

where 

I 1 if library j acquires item i 
Wij = 

0 otherwise. 

This is related to the general model in section 7.3. 
If (bi] and (dj) were known, L, the probability of any given matrix of choices, (wij), 

would be given by IIPij. Maximum likelihood estimation proceeds by finding those values 
of bi and dj for which L is as large as possible. Although the maximum likelihood equa- 
tions have no closed-form solutions, simple iterative procedures exist that permit numeri- 
cal solution. Programs have been written in the Gauss programming language to carry out 
this analysis. 

6.2 Implications of model for collection analysis 
Rather little is known about how libraries select material. It is widely assumed that 

each library has its own personality, and that this personality expresses itself as a library 
selects its books. An alternative hypothesis is that-one can divide libraries into groups of 
peers, and that within such a group, only size influences what a library will buy (at least 
within specific classes of books). The notion of a peer group is a fundamental one in try- 
ing to discuss systematically how a library selects materials. This raises two questions: 

1. Can the notion of a peer group be made precise? 
2. How can the existence of a peer group structure assist libraries in selecting material? 

The models discussed above offer an approach toward responding to both questions. We 
suggest that a group of libraries be considered a peer group, at least within a subject or for- 
mat domain, if their book acquisitions can be described by the above baseline choice model. 
Maximum likelihood estimation allows us both to estimate the values of the model param- 
eters and to assess the validity of the model. We suggest that if the model fits reasonably 
well, the group should be considered a peer group. Thus the model not only offers a means 
of analyzing selection data, but plays a central conceptual role as well. 

But also, should the model be found to fit reasonably well, it would be interesting to 
examine discrepancies from the model’s predictions, to see what these tell us about the mod- 
els or about the libraries. For example, if the model fails for a particular library, but de- 
scribes other libraries in the group, the breakdown can be interpreted as an indication that 
the library does not in fact belong in this group. Alternatively, especially if the breakdown 
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can be traced to decisions on a small number of items, it could indicate an oversight on the 
part of the library. That is, should the model be effective as a description of library pur- 
chases, it could serve as a guide to libraries in that the model would allow us to note, for 
a library’s consideration, that it has not purchased an item that it would have been expected 
to purchase on the basis of the model. (It would also indicate that a library might be over- 
purchasing certain categories of books.) Of course, book purchasing decisions are the re- 
sponsibility of each library. The value of such tools is that it could bring to a library’s 
attention books that the library might wish to have purchased but that may have been over- 
looked. In this sense, our analysis can be useful as a collection development tool. 

6.3 Results 
The choice model was tested on data collected earlier by Sanders er a/. (1988). The data 

consisted of choices made by a group of 11 large, midwestern research libraries of books 
on calculus. The data set was relatively small, but carefully collected and verified, so that 
we can have confidence in the results of our analysis. The actual data matrix had a row for 
each library and a column for each book, with a cell taking a value of 1 or 0, depending 
on whether the library associated with the row acquired the book associated with the 
column. 

The results of our analysis are presented in the Appendix. We first note a simplifica- 
tion that allows us to substantially reduce the number of parameters. To do this, we de- 
fine the score of an entity as follows: For a library, it is the total number of books selected; 
for a book, it is the total number of libraries selecting the book. This is important, since 
within our model, the score is a sufficient statistic. This means that once we know the score 
for a library or book we have all the information that the model can use. A consequence 
of this observation is that all objects with the same score will be assigned the same value 
for the parameters describing them. For this reason, the program collects objects into score 
groups, that is, objects having identical scores, before beginning the analysis. 

For our data, each library constitutes a separate score group; the parameter describ- 
ing a library is denoted by Dxxx, where xxy is the score of that library (i.e., the number 
of items in the set of books being studied that it acquired). Since a large value of xx.x means 
a library acquired a large number of books, it is associated with a low resistance, or D, 
value; big libraries have small values for D. Similarly, books are divided into groups, with 
parameters denoted by Bx. Here x is the number of libraries that acquired the book; a large 
value for B indicates a high level of attractiveness. Since there are only 11 libraries in our 
database, x could take only the values 0 (acquired by no library) to 11 (acquired by each 
library). 

In terms of our original data matrix, our program first determines for each book, how 
many libraries within our group acquired it, and then sorts the matrix to bring together 
books acquired by the same number of libraries. These form a single class, and the ensu- 
ing analysis is not of the individual books, but of book classes (and, most generally, of li- 
brary classes). This process produces a much smaller data matrix and, while not necessary 
for the analysis, improves its efficiency. 

The appendix displays the results of the analysis for the complete data set. The heading 
includes information indicating the fit of the model: Since the statistical test used is a chi- 
square test, we need the degrees of freedom (here, 110 df) and the value of the chi-square 
statistic. The latter is computed using two methods; these are given as the (preferred) 
G-square value and the alternative Pearson chi-square value. In this data set, as is usually 
the case, the two values are close to each other. The heading also shows the significance 
level (p level) of the chi-square statistic. For the complete data set, the significance level, 
p, is .OlS for the G-square statistic. Thus the model does not seem to fit the data. 

Below the heading in Table 2, the values of the parameters are given, along with sta- 
tistics that can be used to compute confidence intervals. In particular we see that the data 
does not permit a clean computation of the parameter values. As indicated by the t statis- 
tic, the standard errors are large compared to the actual parameter values, and the results 
are consistent with all the parameter values being the same. 

We also include, in Table 1, a breakdown of the data by individual entity. For exam- 
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ple, for the library groups, each cell indicates (a) the actual number of acquisitions made 
by that library within the specified book-group, (b) the number expected by the model, and 
(c) the standardized residual, which is a measure of cell fit (these can be thought of as nor- 
mal deviates-values much larger than two indicate lack of fit). Finally, the output pro- 
duces translation tables that associate each object with its class, although this is omitted 
to save space. 

A couple of comments are in order. We have analyzed the full data set in part to pro- 
vide a baseline to compare with subsequent analyses, in part to illustrate the output of our 
programs. The large standard errors of the parameters are explainable by our including the 
extreme cases of books acquired by all or none of the libraries. It is very difficult for the 
model to fit such cases: A book acquired by all libraries, for example, is easy to acquire, but 
how easy? Its parameter would be well above those of all the libraries, but that still leaves 
many possibilities. The problem is that the model has no basis for bracketing the value. Here 
the highest value of D is 1.8; this is for the library with the greatest resistance to acquiring 
books. The value of BZZ is 18, well above the resistance level of even the toughest library. 
But if it were as low as 10, for example, it would still most likely have been acquired by 
every library. And certainly, being acquired by every library would be consistent with even 
higher desirability levels, for example, 50 or 100. The point is that without a library whose 
parameter value is so high that it does not buy the book, the model has no acceptable way 
of establishing a value for these extreme cases. Instead it forces a value, but indicates its 
discomfort by computing large standard errors. It is standard in analyses of this kind to 
remove these extreme groups before proceding, and in our subsequent analyses we do this. 
Thus, below, it will be understood that these extremes are absent from the analyses. 

It is also interesting to study the lack of fit of the model. If we examine the individ- 
ual cells, we find that for the most part the model has done quite well, with relatively few 
residuals exceeding two in absolute value. An example of misfit appears in book-group 1: 
the model predicts that the library in library-group 105 would acquire about .48 books of 
the 62 books in book-group 1. Books in book-group 1 (by definition of “group 1”) have 
been acquired by only one library each, so they are not popular books; and the library con- 
stituting group 105 has acquired the fewest calculus books overall, so it is not a strong col- 
lector in this area. It is unlikely that the weakest library would get a book from the class 
of books that most resist acquisition. Yet this library in fact has two books from this class. 
An error of two books is not large, but the model finds this too unlikely not to raise a warn- 
ing flag in the form of a t value of 2.19. 

The greatest discrepancy is the t value of -5.05, for library-group 301 and book-group 
6. Book-group 6 has 24 members, and examining the counts for this group, we see that it 
is quite easy for libraries to select books from this group. Yet the library making up library- 
group 301, which on the basis of the model would be expected to have acquired at least 23 
of these books, actually has acquired only 19. The model finds the discrepancy of 4 books 
unacceptably large. 

We thus find that the model does fairly well at explaining how these libraries are mak- 
ing acquisitions. As such, it might serve quite well as a means for signaling the libraries we 
are considering about purchases they might have overlooked. Nonetheless, the accumula- 
tion of numerically small discrepancies is enough to indicate that the data are not consis- 

tent with the model. 
We can interpret this outcome in several ways within the framework of the model. For 

one, we can simply conclude that these libraries do not form a peer group, and hunt for 
other groupings more consistent with the model. Alternatively, we can ask whether these 
libraries would form a peer group if we modified the book collection being studied. Both 
approaches will be taken below. A further possibility would be to accept the libraries as 
forming a peer group for this collection, and check with each library as to whether the dis- 
crepancies were an oversight-that is, to test the possibility that the model describes the 
items the libraries would have wished to acquire, given full information, rather than what 
they have in practice acquired. Finally, we can accept the model as an approximation of 
library collection development and use it for purposes of rough description and guidance 
rather than as a strictly accurate description of reality and as a basis for statistical tests. 
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In the second analysis, we removed the two worst-fitting libraries (Ohio State Univer- 
sity and the University of Illinois), as well as the extreme cases discussed above. In effect, 
we are testing the first of the interpretations mentioned above. We shall not present the full 
tables-these are available in Bookstein (1988). Instead we summarize the results. The 
G-squared value is now 84, a vaiue that, while large, is not significant. Thus, the data do 
not give us any basis for rejecting the model for the smaller group of libraries; they do seem 
to form a peer group. Further investigation is required to see whether the two deviant li- 
braries do indeed have individuating personalities that remove them from the group, or 
whether a different explanation is called for (data transcription errors, acquisition errors 
on the part of the libraries, etc.). 

We also comment on the effect of removing the extreme cases of items acquired by all 
or none of the libraries: except for B.5, the B-value closest to zero, all B-values are now sta- 
tistically distinct from zero. Similarly, the model is able to distinguish from zero all but the 
three classes of libraries closest to zero. Thus, removing the extreme cases permits the model 
to differentiate between various classes of books and libraries. 

Similarly, little is striking about the actual cell values after the modification. The li- 
brary constituting group lOS, the weakest of the libraries, has gotten substantially more 
(two items) of item group 1, the least likely to be acquired class, than the model expects 
(.32 items). But actually the discrepancy is less than two books, Such discrepancies should 
be tested indivjdually by id~ntifyin8 the books and perhaps communicating with the library 
to see if this is more than a chance effect. The translation tables described above make such 
an identification possible. 

The only other noteworthy datum after this modification involves the library with class 
number 170, which acquired five fewer than expected of item class 7 {i.e., 10 rather than 
16 items: an error of 2.54 standard deviations). Again, only detailed investigation can ex- 
plain the error. Overall, however, the model fits quite well, with only a hint that the model 
works least well at the extremes, perhaps underpredicting the extent to which small libraries 
acquire rarely acquired books and overpredicting the extent to which the big libraries ac- 
quire all &he books. 

We pursued the second explanation of model breakdown by studying the acquisition 
pattern of all the Iibraries for the restricted class of oniy English-language materials (65010 
of the collection). The G-square and Pearson chi-square values indicate an even better fit 
than before. The individual cells are similarly uninteresting, except perhaps again for the 
weakest library over-acquiring rare items. 

The improvement in fit can be explained by 

* the model indeed more precisely describing the English-language acquisitions, or 
* the effect of having a smaller amount of data. 

We were partially able to test these alternatives by isolating the foreign language acquisi- 
tions and testing the model on these alone. It turned out that in this class the model is 
thoroughly routed (G2 = 91, p = O&O), even though much less data are available than for 
the English-language material. An examination of the cells reveals that the greatest discrep- 
ancies result from the purchases (or lack of purchases) by the largest library. For example, 
this library was expected to buy the one item in group 8, but did not, The error is but a sin- 
gle item, but this discrepancy is enough to trigger the very large standard error of -36. The 
reason is that the book in book-group 8 is very easy to acquire- 8 of the i 1 libraries ac- 
quired it -yet the strongest of these libraries did not; the model is telling us that this is a 
very surprising result. Similarly, the deficit of a single item for class 6 triggers a standard 
error of -10. Perhaps the analysis should be redone with the largest library removed, but 
we were concerned about overly manipulating the data at this point, especially before the 
discrepancies were investigated individually. 

On the basis of the above analysis, it seems reasonable to conclude that the model 
shows considerable promise, at minimum, as a tool for suggesting a second look by libraries 
of items they might have wished to acquire but did not. But more interesting theoretically, 
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the model seems to describe reasonably well, though by no means perfectly, how this group 
of libraries develop their collections. The fit is especially good if we restrict ourselves to 
English-language purchases. Given the character of the misfits, it is reasonable to suggest 
that libraries may display greater individuating qualities for non-English purchases than 
they do for English-language materials, and that the model is most appropriate for English- 
language material. But an alternative explanation is that the model well describes data in 
the center, but breaks down at the extremes by exaggerating the implications of small 
discrepancies. 

7. ALGORITHMS 

7.1 Estimation 
In this section we give an overview of the mathematical considerations underlying the 

model. We first discuss the general loglinear model, and then restrict ourselves to the ac- 
tual model we used. In the general model, we have a binary, dependent variable Y taking 
values 0 and 1, and a relation between the probability that Y = 1 and a number of indepen- 
dentvariablesx:p=Pr(Y=1)=f(x;b)andq=Pr(Y=0)=1-f(x;b).ThusPr(YJ= 
fY( 1 - f)lmy. Here b is a (vector-valued) parameter whose value is not known. To eval- 
uate I, = (bl,b2,. . . ,b,), we construct the logarithm of the likelihood function: I = 
Cb, [ yi lOgf(xi, b) + (1 - Yi)lOg( 1 - f(xi, b))] , where the i refers to individual cases and 
the logarithm is taken to base e. The maximum likelihood estimate of the parameters, 6, 
is the value at which I takes its maximum, that is, the value of b at which: 

I 

Q-(x;, 6) 
abj 

E gj(X, b) = 0 (1) 

(X in gj is the matrix whose rows are the vectors xi). 
Let bM denote the value of b at which eqn (1) is satisfied. In general, eqn (1) cannot 

be solved in closed form, and an iterative process is used. Suppose 6”’ is the current es- 
timate of bMu- Considering gj as a function of b, we can expand gj( b) around b”‘. If bM 
is the value at which eqn (1) is satisfied, we estimate 

gj(bM) =gj(b”‘) + C 
agj(b”‘) 

ab (b, - b’“). J, 
., 

J Jr 

and, since g (6,) = 0, try to solve 

c 3% (b(‘+‘) _ b(i));, = _g;(b’“) 
j’ dbjz 

for b(‘+‘), the next approximation to b M. This process is continued until the change in the 
estimated value of b between iterations is small. Replacing g by Wdb, we conclude: 

ar --= 
dbj 

F & (b(‘+‘) - b”‘)j,. 
J J’ 

Equation (2b) can be rewritten in matrix notation as 

or 

-g = ff(b(i+l) _ b(i)). 

b”+l’ = b’” - H-‘g, 

ml 

(24 

where His just the Hessian matrix of second derivatives of 1. 



Loglinear models for informetric phenomena 85 

Thus the following sequence of steps is involved: 

1. Estimate b(O) at stage 0. 

At each stage, i: 

2. Evaluate g,H at b(j); 
3. Compute H-‘g; 
4. Compute b(‘+*) = b(‘) - li-“g. 

If pu+o - b(‘) 1 is not adequately small, continue with step 2. 

7.2 Model evaluation 
A number of approaches are available for evaluating the above model. We used the fol- 

lowing. To evaluate the model overall: given our estimate for bM, we can compute pi for 
each configuration xi. If there are ni cases satisfying the configuration Xi, we expect Ei = niPi 
of these cases to have y = 1, and ni( 1 -pi) cases to have y = 0. If in fact Gi of these cases 
are in the ith possible cell (i.e., y = 0 or y = 1 for any x value), -2I;Q In Oi/Ej is a mea- 
sure of the degree to which the predicted and actual counts disagree, It can be shown that 
this value, often called G2, is approximately described by the chi-square distribution when 
the model is valid; the degrees of freedom is given by (the number of cells minus the num- 
ber of independent parameters that are estimated). 

Should the model fit, we can assess how well each cell conforms to the model: Ifpi is the 
probability that y = 1, given xi, then if ni items have value Xi we expect niPi of these to have 
y = 1, with a standard deviation of \lnip;( 1 - pi). Thus di z (ni - nipi)/Jnipi( 1 - pi) 
is approximately normally distributed, with mean of zero and unit standard deviation. Since 
pi can be estimated once b is, we can evaluate each cell in this manner. A similar measure, 
dj, applies for y = 0, based on the probability 1 - pi. A workable procedure for finding 
badly fitting cells is to search for values of dj much greater than two in absolute value. 

Finally, a general property of m~imum likelihood estimation is that -E( ~2~/~b~b’) 
is the inverse of the covariance matrix, C. Thus, C can be estimated by - (~z~/~~~~‘)-l. 
The square roots of the diagonal values give us estimates for the standard errors of the com- 
ponents of b, permitting us to test hypotheses and compute confidence intervals. 

7.3 Book selection model 
The above equations are general. We now summarize these results for the selection 

model we are examining. We could treat this problem as a special case of the general prob- 
lem. The combined set of parameters describing the books and the libraries together con- 
stitute the parameter vector l&f of the general model. For example, P = f b,, bZ, - - - bg, 

dl, 4 * . dL] for a set of B books and L libraries. We would then introduce a matrix, 1X,], 
in effect a structure matrix made UP of ones and zeroes, SO lOgpij/( 1 - pij) = bi - dj is 
satisfied. This would permit us to use the formulae already established. However, it is much 
more efficient to rederive the equations directly, thereby taking advantage of the simple 
structure of the problem. 

Recalling that bj denotes the attractiveness value of a book (or class of books sharing 
the same value) and dj the resistance (or smallness) of a library, we have: 

1. Pij = 

exp( bi - dj) 

1 + exp(b; - dj) 

2. I=Cnij(bi - dj) - CNij log( 1 + efbi--dj)). 
ij 
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Here, of Nij opportunities for libraries in selection class i (all having identical values for 
b) to select books in class j,n;j of the opportunities are realized. 

For technical reasons, we imposed the constraint 23 bj = 0. This can be realized by using 
only the values b2, . . . , 6, as parameters to be solved for, and substituting - ( b2 + . . . + b,) 
for b,. If we do this, we can continue: 

3. g = (Si - St) - C Nijpij - C NlJplj 
I i i 

al 
- = -4 + C NijPij, 
ad, i 

where S, = C nij and IJ = C nij. 
.i i 

4. 
a21 

~ = -6, CNij~ijqij - CNrjpljqrj, 
abiab,, .i J 

a21 

abiadJ 
= -NljPtjqt.l + NijPijqlj; and 

a21 
~ = -SjJ, C Nijpljqij. 
ad, ad,. i 

All of the above can be converted into matrix form and evaluated using Gauss. 
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Statistical Summary 

G-Squared: 144@=0.015) 
z%zsorI tlhi-square: 150 @ = .orrr) 

Table 1. Predicted and actual count data of library acquisitions in different book groups-normal deviate 

of the discrepancy between these values also included 

--_ AWal and Fitted CeU Counts (Acquisitions) 

hYlt-p$p: 105 124 141 142 147 163 170 174 198 252 301 
Eize: 1 1 I 1 1 1 1 1 f 1 1 

kx?k-gp 0 fiat rnmbMsf 
Ala?? cwnr G.m O.# o&l D.rn a.m ws 0.m 0.00 0.m a.@8 O.# 
RttaiCaunE 0.m 0.00 o,oo 0m 0.00 0.00 aa3 MB 0.m 0.00 0.@3 
sad REsM: o.ca 0.m 0.00 &Do @lx 0.00 0.00 O.# 0.00 om im? 

Bocrlr-gp I (62 members] 

Actual Count: 2.00 I.oa 0~00 &CO 0.00 3.00 zw 3.w ‘%.Ey) 10.00 37.00 
Fitted Cixmc 0.48 0.82 1.z 1.29 1.46 2.13 2.5 1 2”74 4.65 13.59 31.07 
Std Residual: 2.19 0.21 “X.13 -1.15 -1.22 0.60 -0,JJ 0.16 -0.31 -1.10 1.51 

Y&k-gp 2 (49 membc& 
Ac1ual chmc 0.00 1.00 2.00 MM 3.M) 0.00 7.00 3.aO 16.00 26.00 40.00 
Fitted Count 1.13 1.91 2.91 2.98 3.35 4.80 5.56 6”oEi 9.71 22.60 36.94 
Sld Residual: -1.08 -0.67 -0.55 -1.7& -0.20 -2.31 0.64 “1.33 2.25 0.97 1.02 

Book-gp 3 (37 members) 
Actual Cbnr Lo8 2.00 3.00 SM 2.00 4.M a.oa lO.oa ?.I,00 n.oo 30.00 
Fitted C&m f.80 2% 4.40 4.50 SM 6.97 7.97 8JS 12.79 23.92 32.10 
S&i Residuak -MI 4.58 -0.71 0.25 -I.45 -1.25 -a.79 0.55 2.84 U-h5 -1.02 

Bmk-gp 4 (20 membj 
Actuat Cour4r 3130 1.00 6.00 3.w 6;30 &txi 7.00 9.N 7.0 13.w 17.00 
Fitied &ounc I .70 2.72 x93 4Dt 4.43 5.92 6.64 5‘07 9.78 15.36 I x.44 
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Bwk-gp S (18 members) 
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Fitted Cbunc 2.4 I 3.74 5.21 IS.30 5.78 7.41 8.15 8,58 11.06 15.24 17.13 
Std Residual: -1.67 -0.43 .0.11 0.36 0.11 0.28 -0.07 O”67 0.46 -0.81 0.96 

Beak-gp 6 (24 members) 
Actual Count 6.00 8.00 1o.w KM0 11.w 15.00 17.00 15.00 10.03 21.00 19.00 
Rtted Count 4.76 7.10 9.48 Q,62 10.3s 12.69 13.69 x4.?4 If.24 21.56 23.26 
Std Residual: 0.63 0.40 0.22 0.99 0.27 0.94 1.37 0.32 -3.29 -0.38 -5.05 

Book-@ 7 (22 members> 
Actual Caunf 6.00 10.00 12.i@ IXtxi IS&3 IS.00 I0.W lS,W lS.olt 20.00 21.00 
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Bock-@ 8 (20 membj 
Actual Count 6.fXI 13.00 If&0 14.00 14.00 t3.00 I8.W x!S.iw f6.00 20.00 f9.OC 
Fitted Count- 7.91 IO.52 t2.66 12.78 13.35 14.% 15.56 15.88 17.42 19.33 19.7t: 
Std Residual: -0.87 l.II ea.77 0.57 0.31 -1.01 I.38 0.06 -0.95 0.92 -1.56 

Bwk-gp 9 (27 members) 
Actual Count 19.00 19.00 20.00 18.00 20.00 25.00 23.00 21.00 24.00 27.00 27.K 
Fitted Count 14.68 18.07 20.48 20.61 21.20 22.79 23.35 23.61 24.97 26.38 26.81 
Std Residual: 1.67 0.38 J&22 -1.18 -0.56 1.17 -0.20 -2.44 -0.71 0.80 0.4; 

Book-gp 10 (39 members) 
Actual Caunc 27.00 31.00 37.00 36.00 35.00 35.00 37.00 37.00 38.00 39.00 38.00 
Fitted Counf 28.88 32.32 34.42 34.53 35.00 36.20 36.61 36.81 37.72 38.62 38.89 
Std Reside -0.69 -0.56 1.28 a.74 a.00 -0.75 0.26 0.13 0.25 0.62 -2.74 

BoaI+@ I I @5 me&ers> 
AC&& Coal-E 35.00 35.00 35.0 3s.00 35.00 35.W 35.w 35.W 35.W 35.00 35.00 
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Table 2. Fit of model parameters to data 

books 

libraries 

Var 
BO 
Bl 
B2 
B3 
B4 
B5 
B6 
B7 
B8 
B9 
B10 
Bll 18.10 172.98 0.10 0.92 

D105 1.85 20.82 0.09 0.93 

Parameter Evaluation 

Coef Std. Error 
-19.27 151.57 

-3.00 20.82 
-1.88 20.82 
-1.12 20.82 
-0.53 20.82 
-0.01 20.82 
0.45 20.82 
0.92 20.82 
1.43 20.82 
2.03 20.82 
2.90 20.82 

T-Stat P-Value 
-0.13 0.90 
-0.14 0.89 
-0.09 0.93 
-0.05 0.96 
-0.03 0.98 
-0.00 1.00 
0.02 0.98 
0.04 0.96 
0.07 0.95 
0.10 0.92 
0.14 0.89 

D124 1.32 20.82 0.06 0.95 
D141 0.88 20.82 0.04 0.97 
D142 0.85 20.82 0.04 0.97 
D147 0.73 20.82 0.04 0.97 
D163 0.34 20.82 0.02 0.99 
D170 0.17 20.82 0.01 0.99 
D174 0.08 20.82 0.00 1.00 
D198 -0.48 20.82 -0.02 0.98 
D252 -1.73 20.82 -0.08 0.93 
D301 -3.00 20.82 -0.14 0.86 


