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Abstract-The indirect retrieval method proposed by Goffman is outlined and some similarities to other 
retrieval methods are indicated. The method is then evaluated and the results are compared with those 
obtained on the same document collection with cluster-based retrieval using single-link clustering. 

The comparisons show that although the effectiveness of the indirect retrieval method can be comparable 
to cluster-based retrieval, the efficiency is lower. 

1. INTRODUCTION 
This paper reports the results of an experiment with a document retrieval method proposed by 
GOFFMAN [ 11. The theoretical basis and retrieval procedure of the method are interesting yet some 
time has passed since its publication and no significant retrieval tests have been published. 

The indirect retrieval method is based on a theory of conditional relevance of documents. An 
answer to a query is defined as a sequence of documents such that the conditional probability of 
relevance of a document in the sequence, given that the preceding document is relevant, is 
greater than some threshold value. The sequence is “closed” in that there are no other documents 
which could extend it at either end. 

Goffman defines the sequence of documents in terms of a communication chain as follows: 

Given di, di documents from the set D of all documents in the file, 
pii the probability that di is relevant, given that di is relevant, and 
& the threshold probability 

then we have the following definitions. 

(1) If pii > &, then di is said to converse with d,, denoted diCdi. 
(2) A sequence of documents di to di such that d,Cdi+,C.. Cdj_,Cdj is called a 

communication chain ; d, is said to communicate with dj, denoted diCdj. 
(3) An answer to a query is a communication chain for which there is no deD with which the 

last document in the chain communicates and no deD which communicates with the first element. 

2. THE RETRIEVAL ALGORITHM 

The indirect retrieval method proceeds as follows (for a particular query); 

(a) Form the matrix M of conditional probabilities of relevance, i.e. pij for all d,, dj in D. In 
general, pij # pjie 

(b) Reduce to zero all elements of M whose values are less than or equal to the threshold 
probability &,. The value of &, is given by the user of the retrieval method and its optimum value 
is not known before searching. 

(c) Find either a document known to be relevant to the query or a document likely to be 
relevant. This is called the initial document. 

(d) Generate an answer sequence from M using the initial document. 

In step (c), if there is no document known to be relevant, an initial document is found by: (i) 
Partitioning the documents into classes using an intercommunication relation which could be 
defined by: if dicdj and d,cd, then d$Idj where I is the intercommunication relation. c in one case 
defines a sequence of documents, in the other case it defines a sequence of the same set of 
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documents but reversed in order. This is not explicitly stated in [l] but follows from the examples 
given there. (ii) Choose at random a representative for each class. (iii) If the initial probabitity is 
defined as the probability of relevance of a document given a particular query, then find the class 
representative with the highest initial probability. (iv) Find the document with the highest initial 
probability from the class whose representative was selected in (iii). 

The intercommunication classes have been used by some people to classify documents (see 
[Z-4]), although Goffman uses them solely to select an initial document. 

3. SIMILARITIES TO OTHER METHODS OF RETRIEVAL 

This retrieval method was designed as an alternative to the direct retrieval method (more 
often called the serial, linear or full search method) which retrieves documents solely on the basis 
of their initial probabilities. The indirect retrieval method avoids what, according to Goffman, are 
the two main defects of the serial search method. The first is an efficiency consideration in that a 
serial search must, for every query, examine all the initial probabilities. The second defect is that 
the serial search method does not make use of the knowledge that the relevance of a document is 
not absolute but may depend on what information is conveyed by other documents in the file 
being searched. That is, the serial search method assumes that all documents in the file are 
independent. 

Another retrieval method designed as an alternative to the serial search method is 
cluster-based retrieval [5]. In this method, documents are grouped or clustered on the basis of a 
dissimilarity measure between documents. During retrieval the clusters are treated as single 
units, i.e. the method retrieves clusters of documents using the initial probabilities of cluster 
representatives. Cluster-based retrieval is then more efficient than the serial search method and, 
because the clusters are constructed using relationships between documents, this retrieval 
method also avoids the two defects (mentioned above) of the serial search. 

3.1 Relationship to the single-link clustering method 
There are other similarities between Goffman’s method and cluster-based retrieval using 

~~~g~e-~~~k ~~~~~eri~g [5]. In [l] Goffman used the following estimate for the conditional 
probability of relevance (we will assume that documents are represented by sets of index terms); 

where Idi II di 1 is the number of common index terms in the sets representing documents di and dj 
and ldi / is the number of index terms in the set representing document di. This is an asymmetric 
similarity measure between documents. In [5] Van Rijsbergen uses the following dissimilarity 
measure for single-link clustering, called the ~o~alised S~~~e~ric ~i~ere~ce ; 

NSDij = 1-2/$$$+. 
I 

For a given pair of documents di and di the following relationship exists; 

That is, the symmetric dissimilarity value NSD,j can be expressed as a function of the average of 
the reciprocals of the two asymmetric similarity values. 

If both pii and pii are greater than a certain threshold probability value T, then it can be shown 
that NSD, will be less than 1 - T, although the converse is not necessarily true. This means that, 
at threshold level T, documents in the same intercommunication class will also be in the same 
single-link class. The classes will not in general be identical because for some cases the NSDij 
value will be less than 1 - T even though one of pii, pji may be less than T. 

This relationship only holds for the particular estimate of the pi, values used in 111. 
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4. THE EXPERIMENT 
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The indirect retrieval method was tested using the Cranfield 200 document collection[6] which 
consists of 200 documents and 42 queries with relevance judgements. The programmed retrieval 
algorithm used the estimates given in [ 11 for pij and the initial probability. Each retrieval run of 
the set of queries used a fixed threshold probability. Goff man assumes that a different to is used 
for each query but as there is no method of calculating the best &, for a given query, this was not 
feasible. It is also unreasonable from a computational viewpoint because for each threshold 
probability the intercommunication classes must be recalculated. 

The results of the indirect retrieval method are compared with Van Rijsbergen’s results[7] 
obtained with a single-link clustering of the Cranfield 200 collection. The single-link clustering is 
hierarchic, that is, it can be represented as a tree structure where the leaves are documents and 
the nodes represent clusters containing the documents which can be accessed from that node. A 
number of different search strategies which reflect different user needs can be implemented using 
the tree structure (hereafter called the single-link hierarchy). The three search strategies used for 
comparisons in the next section are; 

(a) a narrow search-this search follows a “narrow” path (i.e. examines only a few nodes) 
through the hierarchy from the “root” downwards. It is precision oriented. 

(b) A broad search-this follows a “broad” path through the hierarchy and is recall-oriented. 
(c) A bottom-up search-a search which uses a known relevant document to start at the 

document level of the hierarchy and searches upwards. 

4.1 The evaluation method 
The measure used for the effectiveness of the retrieval method is as follows (VAN 

RIJSBERGEN [5] describes and justifies this measure); Given the precision P and recall R for the set 
of documents retrieved by a query, the measure (E) is a weighted combination of P and R 

1 

E=a(l/P)+(l-cr)(l/R) OScyS1 

where (Y is a parameter giving the relative weight a user may attach to recall and precision. For 
convenience a has been transformed by (Y = ll(p’ + 1) so that the values of /? range from 0 to ~0. 
p = 1 corresponds to attaching equal importance to recall and precision, and /3 = 4 or 2 
corresponds to attaching half or twice as much importance to recall as to precision respectively. 
Also, note that the smaller E the more effective the retrieval. The actual E values for a particular 
run will be summarised by plotting them as a cumulative frequency distribution. The higher and 
more skewed to the left the distribution is. the more effective the retrieval. 

5. RESULTS 

Table 1 gives the average E values (p = 4, 1, 2) for the indirect retrieval method using three 
different threshold probability values. Figure 1 compares the cumulative distributions for /I = 1. 
The number of intercommunication classes generated for each threshold value is also given. 

It can be seen that the choice of threshold probability is critical for good performance. The 
best results were obtained for &, = 40 but at this level the number of classes is very high with a 
resultant loss in efficiency. 

Figure 2 compares, using precision-oriented evaluation, the narrow search strategy used on 
the single-link hierarchy with the &, = 40 indirect retrieval method. 

Figure 3 compares, using recall-oriented evaluation, the broad search strategy used on the 
single-link hierarchy with the to = 40 indirect retrieval method. 

Figure 4 compares the bottom-up search strategy used on the single-link hierarchy with the 
& = 40 indirect retrieval method where, for both methods, the relevant document with the highest 
initial probability was used as an initial document. 

Table 2 summarises the results using average E values and a column headed “overhead”. The 
figures in this column refer to the number of query-class representative similarity calculations 
performed, expressed as a percentage of the number of documents in the file (the figures for the 
cluster-based retrieval method using single-link have been taken from CROFT[~] which used a 
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Table I. Results of indirect search method 
f ~----- 1 

Table 2. Comparison with Van Rijsbergen’s results 
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I (6 = 2) I 
Indirect 
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(broad search) 

0.67 62% (plus matrix searching) 
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Indirect 
(using relevant document) 

Cluster-based 
(bottom-up search) 

(P = 1) 

0.44 

0.43 

04 (plus matrix searching) 

114, 
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Fig. I. Indirect retrieval results. (1) &, = 30; (2) co = 35; 

(3) & = 40. 
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Fig. 2. Indirect(l) vs narrow search(2). 

different document collection, but this should still be a good estimate for the types of search 
strategies used here). This percentage is an approximation of the overhead incurred using these 
retrieval methods after the initialization has been done. In the case of the indirect retrieval 
method, the initialization involves forming the matrix M and constructing the intercommunica- 
tion classes; for cluster-based retrieval the initialization involves forming the half-matrix of 
dissimilarity values and constructing the single-link hierarchy. In both cases, the processing time 
required for the initialization is of order n’, where n is the number of documents in the file. 

6. DISCUSSION 

The effectiveness of the indirect retrieval method was similar to that of cluster-based retrieval 
using various search strategies on a single-link hierarchy. Also, because the results do not depend 
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Fig. 3. Indirect(l) vs broad search(t). Fig. 4. Indirect(l) vs bottom-up search(2). 

on different search strategies, the user of the indirect search method does not have to specify an 

interest in recall or precision. However, difficulties arise when practical usage of the indirect 
method is considered. Firstly, there is the matter of giving a value for the threshold probability. 
Secondly, and most importantly, there is the problem of efficiency. The overhead shown in Table 
2 would be prohibitive for large files of documents. Even if a lower threshold probability is used, 
the overhead does not decrease drastically (for instance, the overhead for &, = 30 is 42%) but the 
effectiveness drops considerably. The overhead is reasonable only when relevant documents are 
available. Forming the answer sequence involves examining elements of the matrix M. Thus the 
entire matrix must be stored somewhere. This again is a prohibitive restriction for large files. For 
cluster-based retrieval using the single-link hierarchy, the matrix of dissimilarity values is never 
required to be stored. During construction of the single-link hierarchy, the dissimilarity values 
can be used as they are generated and then discarded. 
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