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1. Introduction

In the digital world we live in, massive amounts of information are
continuously generated, captured and stored relating to the actions of
individuals and organizations. Given the vast amounts of information,
an individual or even an organization can be hard pressed to identify
the important pieces of information relevant for their purpose, a task
often akin to finding the proverbial “needle in a haystack”. In a variety
of settings, however, there are important components and connec-
tions that relate elements of information. We employ the term
information resource networks (IRN) to refer to such structures. In
these settings, an individual investigator's interest is in the informa-
tion elements and not in the individual actors or participants in the
network, the latter being the usual focus of social network analysis. In
our usage, an IRN is a time-ordered and potentially interrelated set of
information elements. Examples include papers within a research
domain, blog postings containing information elements in the form of
specific word strings or related to a specific topic, and time-ordered
information records within a company such as email conversations.
The exponentially growing information space is reflected in the
expanding sizes for IRN's. In this setting, individuals may be unable to
analyze each information element as to whether the element is a key
player or building block in an IRN. Our purpose is to detail the concept
of an IRN and to present a structured method to identify influential
building blocks and linkages in an IRN evenwhere the candidate set of
information elements might be quite large. We illustrate this process
using one example of a resource network — a network of research
papers in a given domain. As discussed below, our method can be
implemented in any domain that can be represented as time-ordered,
interrelated components of information sets.

Consider the following examples of the use of an IRN. An individual
student or researcher might be interested in identifying the main
linkages of research findings that develop a field, rather than in a
complete enumeration of all work in the domain. Such a subset of the
“key building block” articles for the specified research domain would
enable the individual to spend more time being productive and less
time searching. In analyzing a company's information consistency and
controls, an auditor might be interested in the flow of information
patterns and linkages across time, looking for critically important
banned (IT control restricted) patterns or inconsistent patterns. A
national health organization may identify inaccurate, or possibly
dangerous misinformation, floating in the blogosphere. In order to
counteract the incorrect medical information, the organization may
find it useful to first understand how such information elements are
disseminated across blogs. Identifying key “main flow” blogs (blogo-
sphere information building blocks, if you will) enables the health
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organization to effectively disseminate correct information by tapping
the main flows rather than trying to identify and send out correct
information to all possible information outlets — a virtually
impossible task.

The explosion in information availability (see [1,12]) including the
“deluge” of information in emails, blogs, instant messages and other
online resources, can result in a complex set of potential linkages in
an IRN. Having a structured method to analyze the time-ordered
information in an IRN and identify the key information elements
reduces complexity and enables focused action. Our purpose is to
present such a structured method and illustrate its use in one ap-
plication area. The focus here is on the information elements them-
selves and not on the authors or individual developers of the
information resource. This differs from existing studies of information
linkages including various approaches in citation analysis. The latter
can be generally grouped in two major categories: i) Theoretical/
Behavioral studies, and ii) Quantitative studies relying on network
properties. The main focus of (i) is to identify individual behavioral
patterns behind citations, that is, identify factors determining why
authors cite the work of their peers (see [4] for a comprehensive
review). This is a form of social network analysis, and is not a concern
of our research. In (ii), studies utilize citations or references to study
the evolution of a field and identify important authors/articles/
journals in the evolution of the field. Here, three types of networks
have been analyzed: a) co-citation networks, b) co-authorship
networks, and c) inter-citation networks. Co-citation networks can
be constructed using either authors or papers as nodes with a link
formed when the two authors or two papers cite the same third
author or paper. These networks, while structural, are non-directional
in nature [6]. Co-authorship networks are the most widely studied
networks in citation analysis, where the nodes are authors and a link
is formedwhen two authors collaborate on the same article. These are
also non-directional networks [2,8–10,13–16,19,20]. Inter-citation
networks have received limited attention, where nodes might be
authors or papers and a link is formed when one cites the other one
(paper or author). These are directional in nature. Popular metrics
used in inter-citation networks are detailed in [18]. However the
bibliometric indicators are temporally biased toward nodes that
appear early in the evolution process. A popular metric, PageRank,
also suffers from the same bias [11].

Significant research has focused on identifying influential authors
and journals, with a plethora of measurement indices. For example,
[3] compare nine variants of the h index using data from biomedicine.
They concluded that a better prediction of assessments occurs while
using the impact, rather than the quantity, of the “productive core”
of a scientist's research output. While impact can be measured in
Table 1
Comparison of information resource networks (IRN) with typical formulations of social net

Link properties Social network Citation a

Directional No. Most ties in social networks are
bi-directional. In most cases if person
X is linked to Y, it is assumed that Y is
also linked to X. For example — Friend's
network.

Maybe. C
networks
inter-cita

Time-stamped No. It is difficult to determine the exact
time of the formation of link
between nodes.

Maybe. A
the exact
studies ig
indicators

Context-specific Maybe. The boundary of the network
may be based on “snow ball” (pick a
few nodes randomly and trace their
links) or “whole network” (all nodes
in the context) approach.

Maybe. M
whether
context (

Focus on information or author Author Mostly au
multiple ways, the most popular existing metrics show a temporal
bias [17]. In Table 1, we contrast the uniqueness of our research
approach with existing research. It should be noted that inter-citation
networks and social networks could be formulated to possess time-
stamped and context-specific information, but this has rarely been the
case. We use the term IRN to denote a specific network formulation
and provide appropriate non-biased metrics. While it may be possible
to transform an inter-citation network into an IRN, the IRN concept
(as explained in more detail below) is broader and applicable in a
wider set of scenarios than just citation analysis. Thus, we focus our
presentation on IRNs as a separate network formulation.

In the next section, we introduce a set of new metrics appropriate
for analyzing a time directed IRN. These metrics certainly draw from a
variety of previous network analyses, but they are specifically tailored
for the IRN setting. Section 3 introduces a detailed example of an IRN
and details the steps involved in identifying candidate nodes
(research papers) for the example. This is followed in Section 4 by a
formal presentation of the example IRN and accompanying analysis.
Concluding remarks and potential application areas are then
presented.

2. IRN metrics

In an IRN, nodes are information elements and arcs are time-
ordered relationships between the nodes. Hence an IRN is a directed,
acyclic graph, and the temporal nature of the elements is an integral
part of the design of the network and associated metrics. Along with
the time-ordered relationship of nodes and links, unbiased measure-
ments of the relationships (i.e., metrics) are critical to a reliable IRN
structure. As discussed below and illustrated in our IRN examples, the
exact nature of these arcs or relationships is application specific. If, for
example, information element (node) A uses information element B
as a building block, then there is a directed arc from node A to node B.
We employ the following notation and definitions:

Ni: Total number of information elements (nodes) in a given
network i;
indegreej: number of directed arcs to node j from other nodes in
network i;
outdegreej: number of directed arcs from node j to other nodes in
network i.

Raw measures of indegree may bias analysis results toward an
information resource that was produced toward the beginning of the
domain phenomenon under study. A similar type of bias, but in the
reverse direction, may occur for outdegree measures. Our review of
works and citation analysis.

nalysis Information Resource Network (IRN)

o-authorship and co-citation
are non-directional, but
tion networks are directional.

Yes. The nodes are information elements
and links are information flows between
these elements. Since information flows
from an element originating first to ones
appearing later, these networks will be
directional. For example — links between
blog posts, research papers, etc.

lthough it is easier to determine
time of link formation, most
nore it, and most bibliometric
are temporally biased.

Yes. The exact time of the link formation can
be determined. In addition the time of link
formation is considered while incorporating
any link in calculating node level measures.

ost times all links are considered,
the citations are from same
domain) or not.

Yes. In IRN, links or information flow between
nodes in the same context is considered.

thor Information elements
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the literature related to network applications in social connections,
and citation networks (see, for example, [7]) do not reveal a method
to reduce biases introduced at the edges of such inherently time-
ordered information elements. Hence we introduce normalized
indegree and outdegree metrics below.

Information elements in an IRN research database can be time
indexed, say, by 1, 2, …, t, ..,T. Let nt represent the number of
information elements indexed in period t. In general, an information
element, A, can only have a time-ordered relationship to information
element B as a building block if B is indexed in period t or earlier. Thus
we utilize the following:

for an information element indexed in period t;

max indegree = nt−1ð Þ + ∑
T

k∈t+1
nk

for an information element indexed in period t;

max outdegree = nt−1ð Þ + ∑
t−1

k∈1
nk:

Hence:

norm-indegreej (normalized indegree): indegreej/max indegreej; and,
norm-outdegreej (normalized outdegree): outdegreej/max outdegreej.

Our normalized indegree and outdegree metrics differ from the
corresponding metrics utilized in social networks. This reflects the
time dependent nature of IRN. Similarly the concepts of power,
centrality, and density are often used in network analysis (see the
interesting discussion in [5]), but we suggest modified measures that
are appropriate and relevant for the IRN setting. We introduce each in
turn.

2.1. Information innovator or fundamental building block in an IRN

In an IRN, it is possible that certain information elements or nodes
appear to bring new information into the network, or “start the
conversation”. Such a node plays a “fundamental building block” role
in the IRN. That is, suppose a node has a time-ordered relationship
directed to few, if any, earlier nodes in the IRN, but the same node has
a large number of time-ordered information relationships directed to
it, giving the node a very low out-degree relative to a very high in-
degree. Hence we introduce the concept of “building block value”
(bbvj) defined as follows:

bbvj = indegreej
.

outdegreej + 1
� �

:

The “1” is added to avoid division by zero in the case of a node
having no outward arcs (a new information node, if you will).

To overcome the bias toward nodes with earlier time stamps and
thus possibly gaining on the bbv by virtue of being in the network
longer, we utilize a normalized form for bbv as follows:

norm−bbvj = norm−indegreej = norm−outdegreej + 1
� �

:

As with the normalized indegree and normalized outdegree
measures presented earlier, norm-bbvj help avoid early entrant bias.
As relative measures, the normalized values focus on how many links
actually exist for an information node in an IRN relative to how many
such links could possibly exist.

2.2. Seminal node

What does it mean to say that a node makes a seminal information
contribution to an IRN? Suppose that a node is a “must link” node in a
network in that the node continues to have directed arcs from
subsequent nodes that have directed links to intermediate time nodes
which themselves already have directed arcs to the early node. In a
sense, a seminal node is a type of exceptional building block node,
where the network's late time-indexed nodes continue to have
directed arcs to the seminal node. We define the following measures
where svjmeasures the seminal value of node j's information element:

linkkj=1 if node k is linked to node j, 0 otherwise
svj=∑kr {(linkkj)(linkrk)(linkrj)}.

An example may help to clarify this measure. Consider an IRN
where the nodes (information elements) are research papers in a
specific research domain. Suppose that John C's paper in 1990 cites Joe
B's 1985 paper and Joe B's 1985 paper cites Jim A's 1980 paper. Then
linkCB=1, linkBA=1 and, if C also cites A, then linkCA=1which adds a
value of 1 to the value of scA. Thus the highest possible value for svA is
indegreeA, the number of papers citing A. This maximum value is
reached only when all papers citing other papers that cite A also cite
paper A itself.

Our measure of seminal value emphasizes the continued impor-
tance of directed arcs across multiple time periods. That is, the
seminal value of node A increases if subsequent nodes that link to
nodes with connecting directed arcs to A also have direct connecting
arcs to A itself. Thus when a node has a high svj this suggests that the
node maintains sufficient information importance across time to
attain the status of a seminal node within the specified IRN. Our
measure is designed to overcome bias toward articles that appear
early in the lifecycle of a domain's contributions.

2.3. IRN network density

One final metric that we put forth is the density of an IRN, which
we define as:

IRN density =
Total number of directed arcs

∑
j
max indegreej

where max indegreej is as defined above. We note here that our
density calculation differs from the standard social network density
because of the time-directed nature of the network. We also note that

∑
j
max indegreej = ∑

j
max outdegreej:

Given that information is contained in the nodes, a denser network
suggests a greater inter-dependence of information within such a
network. In addition, since adding a single node to a dense network
may not significantly impact the metrics of the network, wemight say
that dense networks have high stability. On the other hand, adding a
node to a sparse network may result in significant change of the
networkmetrics. Hencewe posit the abovemeasure of IRN density as a
network density that has an impact on the relative importance of
linkages within the network.

Appendix A provides a summary table of definitions and formulae
for all IRN metrics introduced above.

3. IRN demonstration: domain of analysis and data

Research in information systems (IS), a broad area encompassing
multiple facets of the interaction of technology, people and organiza-
tions, has shown tremendous growth in the last few decades. To
illustrate our approach, we focus on research related to two digital good
products, music and software, and their associated market dynamics.
Significant research exists at the intersection of these products and their
market characteristics, including pricing, piracy issues, digital rights
management (DRM), legal and economic frameworks of revenue



Table 2
Set of journals used in analysis.

Journal ID Journal Journal ID Journal

AE Applied Economics JEP Journal of Economic Perspectives
AEL Applied Economics Letters JIE Journal of Industrial Economics
AMAPSS Annals of the American Academy of Political and Social Science JLE Journal of Law and Economics
BIT Behavior & Information Technology JM Journal of Marketing
CACM Association for Computing Machinery. Communications of the ACM JMIS Journal of Management Information Systems
CJE Canadian Journal of Economics JMR Journal of Marketing Research
DSS Decision Support Systems JOCEC Journal of Organizational Computing and Electronic Commerce.
EIT Ethics and Information Technology JORS Journal of the Operational Research Society
EL Economics Letters JPBM Journal of Product and Brand Management.
HR Human Relations JPE Journal of Political Economy
ICC Industrial and Corporate Change JPPM Journal of Public Policy & Marketing
IEEEEM IEEE Transactions on Engineering Management JRM Journal of Research in Marketing
IEEESE IEEE Transactions on Software Engineering LRP Long Range Planning
IEP Information Economics and Policy MCS Media Culture & Society
IJEC International Journal of Electronic Commerce MISQ MIS Quarterly
IJF International Journal of Forecasting MS Management Science
IJIO International Journal of Industrial Organization NMS New Media & Society
IJMM International Journal on Media Management. OME Omega
IM Information & Management OS Organization Science
INT Interfaces RANDJE The RAND Journal of Economics
IPTLJ Intellectual Property & Technology Law Journal RERCI Review of Economic Research on Copyright Issues
ISR Information Systems Research RES Review of Economics and Statistics
ITM Information Technology and Management RIO Review of Industrial Organization
JASA Journal of the American Statistical Association RP Research Policy
JB Journal of Business SCMIJ Supply Chain Management-an International Journal
JBE Journal of Business Ethics SDR System Dynamics Review
JCE Journal of Cultural Economics SLR Stanford Law Review
JEB Journal of Education for Business TFSC Technological Forecasting and Social Change
JEE Journal of Evolutionary Economics UCLALR UCLA Law Review
JEI Journal of Economic Issues

1 The set of journals cover subject areas including economics, law, supply chain,
technology, MIS, culture, media, behavior, computing, marketing, education, business,
statistics, system dynamics, and social change. Journals that indicated no focus on
information systems, information technology, digital goods, or markets were excluded
from analysis, given the domains of the IRN being developed.
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management, and marketing of bundled goods and services. In the US,
such digital products are a multi-billion dollar industry, a mainstay of
intellectual property and copyright regime, and a significant component
of the US economy. This domain of digital products and markets is in a
state of rapid advancement and has a rich, evolving set of research
“information elements”making the two areas appropriate selections for
demonstrating the IRN approach.

Further, while these digital goods domains have their own distinct
research lines, they are related in some aspects of the underlying
theory. Hence the level of commonalities can also be analyzed as a
joint IRN. In particular, we sought IRN nodes (research papers) in
these two domains that focused on topics such as the interface of
digital goods and markets, piracy concerns, revenue and revenue
sharing structures, consumer behavior and attitudes, legal issues, or
the impact of technology in these two domains. We include research
articles in these digital goods domains that incorporate technical
elements to reduce piracy and enforce digital rights; legal approaches
to digital rights and subsequent consumer behavior; social attitudes
toward digital rights, encryption, usability, etc.; and economic
mechanisms such as new models of pricing structure to counter
free-riding, increase revenues and profitability.

For the selected digital goods, we focus on market related issues.
Thus we are not considering research on software production and
development, music acoustics, and the impacts of music on human
psychology, and other research areas which typically do not
emphasize market analysis. In subsequent discussion, we use the
terms “software” and “music” as shorthand to identify the domains of
the IRNs under discussion.

The first steps in structuring the relevant IRNs involved performing
a set of keyword searches for each of the selected research domains on
the following databases: i) ABI Inform, ii) Web of Science, iii) SSRN;
and, iv) Google Scholar. The searches utilized a broad set of keywords
to include relevant research, yielding an initial set of 389 and 140
research papers in the software and music research domains
respectively. Sources included working papers, proceedings, book
chapters, and journals. The first filtering step was to remove working
papers, book chapters, and conference proceedings from the article
sets. While certainly an arbitrary choice, we made this decision based
on two factors: 1) information systems conference proceedings
papers most often represent work-in-progress and are typically an
intermediate step to successful development of a research journal
article, and 2) important/seminal papers on theory building and
analysis are found in archival journals. We note that structuring an
IRN in any domain will almost certainly involve selection filtering
based upon relevance criteria determined by the user's interest and
intended use of the IRN.

After reducing the candidate information node set to journal
articles, we further reduced the set by removing articles in journals
failing to reach minimum standards on “importance”, using filters
based on the following journal quality measures: 1) ISI Web of
Knowledge impact ratings and half life ratings, and 2) perceptions of
journal quality using various published works on journal rankings.
Journals rated on the ISI Web of Science with an impact factor of less
than 0.5 and half life less than five years were candidates to be
dropped. However, recognizing that it takes time to be accepted into
the ISI Web of Science ratings, we included relatively new and rising
journals whose mission and scope fit the research domains to be
analyzed. Table 2 provides the list of journals containing the
information node elements (papers) used in our analysis.1 Finally,
we also checked the citation list of included papers to identify relevant
articles that may have been missed in the initial keyword search. In
this step, only a small number of additional papers were found and
included in the research paper sets. The small number identified in
this step validated that the keyword search process was fairly robust.



Table 3
Size of initial and final data sets for music and software domains.

Research
domain

Number of
papers in initial
candidate set

Number of papers
in reduced set
(quality screened
journals)

Number of papers
added from citation
list of reduced set

Number of
papers in
final set

Music 140 55 10 65
Software 389 59 8 67
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It also suggests another important criterion — the low prevalence of
“extraneous” citations among the chosen set of quality journals. The
risk of such citations diluting the research network under studywould
be a concern if simple citation counts were utilized. After completing
the steps detailed above, the final set of information resource
elements (research articles) included 67 software papers and 65
music papers (a complete list of the final paper set and abbreviated
paper ID for each is included in sections of the References). Table 3
traces the sizes of the data sets at each step of the filtering process.
4. Demonstration of information resource network approach

Figs. 1, 2, and 3 present the representations of our IRNs for the
software, music, and combined software andmusic research paper sets.
Comparing Figs. 1 and 2 visually, we see a more densely connected IRN
for software than for music. In addition, contemporaneous research
links are quite evident in the software research network, but very
limited in the music research network. This suggests that published
research in software more closely follows concurrent and past research
activity and findings. There are far more connected nodes in the
software IRN than in the music IRN. In fact, there are a substantial
number of isolated nodes in themusic IRN, while there are only a few in
the software IRN. This is potentially a reflection of the relative maturity
of the software IRN together with a focus on research topics that are
related. In contrast, the music IRN shows the diversity of research ideas
generated in that research domain.
Fig. 1. IRN — mu
We applied our IRN metrics, (detailed in Section 2), to the two IRN
domains using the various research paper sets. As detailed in Table 4,
the density of the software research network is almost three times
than that of the music research network. Tables 5 and 6 provide
measures for the top papers (based on our IRN metrics) in the music
and software IRNs, respectively. Figs. 4 and 5 present the data in chart
form for a visualization that compares the different metrics.

As detailed in Table 4, the density of the software research network
is almost three times than that of the music research network.
Tables 5 (music) and 6 (software) provide comparative rank
measures for the top (higher ranked) papers using each of our
metrics: indegree rank, norm-indegree rank, seminal node rank,
innovator node rank, norm-innovator rank. Figs. 4 and 5 present the
data in chart form for a visualization that compares the different
metrics.

In the combined network illustrated in Fig. 3, there are many
references to software research frommusic research papers, but none
in the other direction. Again, that may be a reflection of the maturity
of the software research domain compared to the music research
domain, given that software appeared in the digital good marketplace
before music. We note that digitized software faced significant piracy,
pricing, and related issues in the market. Digitized music, which
followed later, faced similar market forces. In addition, some research
in the music domain references the software domain but only to point
out the inherent differences in the two areas and to call for greater
research to understand the unique dimensions of the music domain.
In short, while both music and software are digital goods, these
domains involve different market forces and issues with some
commonality. It is the related yet distinct nature of the two research
domains which prompted us to use them as examples in this
demonstration. We summarize our measures for the top papers in
the combined network in Table 7.

We note that the software IRN is characterized by greater
consistency in rankings across metrics than is the music IRN. In fact,
using the normalized bbv ranking and ignoring the non-normalized
bbv ranking yields almost identical ranking across the four measures
sic domain.



Fig. 2. IRN — software domain.
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in the software IRN. We conjecture that this may reflect that the
software IRN has reached a more stable setting while the music IRN is,
comparatively, still in an emerging state. The relative higher density of
the software network may play a stabilizing role here. However, our
purpose here is illustrate the IRN approach rather than to explain the
level of similarity in the rankings.
Fig. 3. Combined IRN —
4.1. Path analysis of the IRN

We now identify major interconnected “paths of knowledge” in
the example IRNs. Scientific knowledge increases over time and is
cumulative. New research articles build on previous articles and
previous articles are often cited until new results modify or contradict
music and software.

image of Fig.�2
image of Fig.�3


Table 4
Research network density.

IRN Number of
papers

Total number
of links

Maximum possible
number of links

IRN
density

Music 65 69 2346 0.0294
Software 67 224 2369 0.094
Combined 132 341 9483 0.036
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Fig. 4. Article rankings: music network.
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them. While the metrics developed above help to identify critical IRN
nodes, the metrics do not directly delineate the historical develop-
ment or the path of discovery in the research domain. To identify IRN
nodes that were vital to the development of the IRN domain over time,
we used a technique called main path analysis of a network. As
discussed earlier, [7] demonstrated such a path for a relatively small
research network, but there was no compensation for the bias of link
weights at the edges of the network. Further, the method employed
exhaustive search on a network to determine link weights, a process
that can be prohibitively expensive for a large IRN. Here we can think
of a directed arc in an IRN as an information conduit and the IRN as a
system of conduits through which knowledge or information flows. If
an IRN node builds on existing knowledge in the field and makes
substantial new contribution by modifying or contradicting existing
results, that node will be both a starting point and target for many
directed arcs and will thus act as an important hub node through
which knowledge flows. In an IRN, a node that falls on the path
between many nodes is more important than an isolated node. The
directed, acyclic graph of most important IRN nodes over a specified
time will constitute one or more main paths.

We define a source node as a node with zero out-degree and a sink
node as a node with zero in-degree. In our IRN examples, the earliest
nodes (papers) are likely members of the set of sources and the most
Table 5
Ranking of articles in music network.

Information
node (paper)
ID (full citations
in references)

Indegree
rank

Norm-indegree
rank

Seminal
node
rank

Innovator
node
rank

Norm-innovator
node rank

118_TJPE 1 1 2 3 1
88_TJB 2 2 6 19 2
112_JLE 8 3 2 10 3
102_JLE 10 4 9 20 4
98_JLE 10 4 9 25 5
81_JMIS 10 4 9 27 6
74_JOCEC 2 7 1 2 7
110_IEP 6 8 6 4 8
111_RIO 4 9 2 9 9
132_DSS 10 11 9 4 10
87_CACM 6 11 6 4 12
135_RIO 4 13 2 1 13
119_RERCI 10 14 14 4 14
129_JEI 10 17 14 4 16

Table 6
Ranking of articles in software network.

Information
node (paper)
ID

Indegree
rank

Norm-indegree
rank

Seminal
node
rank

innovator
node
rank

Norm-innovator
node rank

50_MS 1 1 1 1 1
65_JMIS 2 2 4 8 2
35_JMIS 3 3 3 10 3
26_ISR 4 5 2 3 3
66_JBE 5 4 5 15 5
56_JMIS 6 12 8 2 7
20_CACM 9 11 5 7 10
49_CACM 11 14 12 3 14
30_MS 15 17 13 5 15

Fig. 5. Article rankings: software network.
recent nodes (latest papers) are likely members of the set of sinks.
(N.B. the exceptions would be if there were any pre-time citations due
to pre-publication circulation of the work). In our main path analysis,
we first find all paths in the IRN that run between any source and any
sink. We then assign each arc on any such path a “path weight” based
on howmany of these paths the cited work falls on relative to the total
number of paths. That is, for a given IRN node (research paper), we
divided the number of paths of which the node appears by the total
number of paths. Once the weights are determined, we extract main
paths based on these weights. We then remove all the arcs with value
less than a certain critical value and extract the maximal connected
graph from the remaining arcs. The critical value choice is arbitrary, so
we complete the analysis for several networks resulting from a variety
of critical values. For example, using a critical value of 0.10 yields
nodes that that appear on at least 10% of the paths while using a
Table 7
Ranking of articles in combined network.

IRN node
(paper)
ID

Indegree
rank

Norm-indegree
rank

Seminal
node rank

bbv
rank

Norm-bby
rank

50_MS 1 3 1 1 3
35_JMIS 2 4 2 10 4
66_JBE 5 8 3 4 7
65_JMIS 3 5 4 8 5
26_ISR 4 6 5 18 8
51_JM 6 9 8 5 9
60_JBE 7 12 8 2 12
1_HR 12 21 12 3 19
118_TJPE 13 1 15 17 1
88_TJB 16 2 20 54 2
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Fig. 6. Music IRN main paths — critical value of 0.025.

Fig. 7. Music IRN main paths — critical value of 0.05.
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critical value of 0.15 yields the set of nodes appearing on at least 15%
of the paths. As one would anticipate, the 0.15 critical value maximal
connected graph is “smaller” than the 0.10 maximal connected
graph. We extracted networks based on cut-off values in steps of
0.025, starting at 0.025 and ending when there were no connected
components.

The path analysis provides a set of nodes that are measurably
inter-linked within the IRN. These nodes are identified as lying on at
least a specified percentage of all paths from sources to sinks. Take, for
example, a professor structuring a new graduate seminar that
includes analysis of music as a digital good. If the professor was
considering including up to 10 such papers, then she might consider
the critical value outcome for 0.1 which yields 11 such papers. Or
perhaps a Ph.D. or faculty researcher is investigating the software
Fig. 8. Music IRN main paths — critical value of 0.075.
digital goods research area. Using a critical value of 0.05 helps the
researcher to reduce the space from 140 candidate papers to 17 that
appear central to the research domain. Using a critical value of 0.025
would increase the number of papers to 28 while using a critical value
of 0.075would reduce the number to 14. Path analysis can be a helpful
first step in reducing the space to a manageable initial set of key
papers, a structured way to identify a “starting point” of obtaining
knowledge that appears central to the research arena. Conversely, it
can also identify areas for future research.

Figs. 6–9 present the main paths for our music IRN using cutoff
values of 0.025, 0.05, 0.075, and 0.1, respectively. Figs. 10–13 present
themain paths for our software IRN, again using cutoff values of 0.025,
0.05, 0.075, and 0.1.
Fig. 9. Music IRN main paths — critical value of 0.1.
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Fig. 10. Software IRN main paths — critical value of 0.025.

Fig. 11. Software IRN main paths — critical value of 0.05.
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There is no rule set for pre-selecting the “most appropriate” cutoff
value. Rather, this selection is dependent upon the purpose of the
investigation. For example, one purposewe suggested earlier involved
a faculty member selecting a set of papers on specific topics. If the goal
was to select 10–15 papers in each of the two domains we consider
here, then a cutoff value in the range of 0.075 would appear
appropriate. A researcher seeking to “tool up” in a field might select
a lower cutoff value, hence including additional articles.

Tables 5 and 6 provide information on the top ranked nodes in the
music and software IRNs. In comparing the set of top ranked nodes in
these tables to nodes included in our main paths, we find that the top
seven ranked papers are contained in the main path for software with
a cutoff of 0.075. In the music research domain, the main path with a
cutoff value of 0.075 contains only two of the top ranked papers, but
the main path with a 0.025 cutoff contains each of the top nine ranked
papers from Table 5.
Fig. 12. Software IRN main paths — critical value of 0.075.
By restricting path analysis to subsets of an IRN, path analysis can
also be used to further parse the domain and be of additional value to
investigators. For example, by “time-restricting” the network, we can
use path analysis to identify nodes that are key in the most recent
segments of the network, that is, nodes that are leading the information
trend. In the sameway, wemay identify nodes that might be important
early in an IRN, but at some point fell off in importance and have little
significance in more recent times of the network.
4.2. Lags in information dissemination

The metrics computed above are impacted by the timing of
information resource dissemination. In our examples, the “delay in
disseminating an information resource” can negatively impact the
presence of in-directed arcs (citations, if you will) in the time period
immediately following the node's emergence. The focus of the field of
discussion may have shifted during this lag, or multiple other
Fig. 13. Software IRN main paths — critical value of 0.1.
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Fig. 14. Citation lag for music IRN.

Table 8
Journal ranking in music IRN.

IRN node source
(Journal ID⁎)

norm-j-indegree rank norm-Innovator rank Number of papers

(a) (Including intra-journal citations)
JPE 1 1 1
JB 2 2 1
JLE 2 2 4
JMIS 2 2 1
DSS 5 5 1
IJEC 5 6 3
ISR 7 7 1
RERCI 7 8 5
IEP 7 9 1
JOCEC 10 10 2
JBE 11 11 3
LRP 11 12 1
CACM 13 13 8
OME 14 14 1
JEI 14 15 2
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information resource nodes may have espoused the core concept in
different ways during the dissemination delay. That is, if the publication
of a paper (in our continuing example) is delayed significantly, there
may be a diminished metric values of the paper (node). Thus we
consider lags in informationdissemination (citation lags) for eachof our
research domains.

Figs. 14 and 15 provide scatter plots of the citations to papers
appearing in each of the years for the time duration of the music and
software research domains, respectively. In each case, the scatter plots
suggest that citation lag has been decreasing, a not surprising result in
our age of faster information availability among researchers through
electronic posting (pre-publication) on various journal websites,
electronic library and individual subscription access, and research
communities such as SSRN where researchers share their latest
research. In fact, there are several citations with a zero year lag (and
one specific paper that was widely promoted and circulated prior to
publication having a negative lag) suggesting a great awareness of
current on-going research.We have included this specific paper in the
analysis based on its wide circulation and pre-publication citations. In
Fig. 14, there are a few negative citation lags because of pre-
publication citation. In most corporate communication and public
Internet discourse, such negative lags would be highly unlikely.

Researchers seem to understand the importance of time in research
arenas that can change so rapidly. In addition, the continuing lags suggest
the importance of researchers becoming active in “pre-publication
networks” to facilitate access to researchwithout incurring the significant
time delay inherent in academic journal publication environments.

In summary, Section 4 demonstrates how an information resource
network can be structured and analyzed to identify influential
information resources within a domain under consideration. As
discussed earlier, the number of influential resources extracted from
such a network is dependent on the context or use of the information,
and, in our approach, it is the investigator that makes this determina-
tion. In the next section, we illustrate a related result which focuses on
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Fig. 15. Citation lag for software IRN.
the sources of the information nodes that we used in this section —

rather than the information nodes themselves.

5. Classifying the sources of information nodes

We now illustrate the flexibility of our approach and metrics by
applying the processes in a related context. The nodes in an IRN can be
sourced in many different ways, including from blogs. Blogs may be
hosted by different providers, and the question of interest may relate to
the prominence of certain providers for specific information context in
the blogs. Yet another investigation (on instant messages, say) may
focus on the provider network where most influential messages
originated or from where significant messages were transmitted. This
has significant application in resource planning related to managing
important segments of the network, including controlling segments of
cyberspace ormobile networks for law enforcement purposes. In an IRN
within a company, a corresponding information source would be the
individual or group that initially developed or introduced the
information (data) into the company IRN. Hence an IRN can also be a
useful asset in analyzing the prominence of various sources of
information nodes in a specific domain.

Consider our running example. The nodes of a related IRN might
represent the information source (journal) for the information
elements in our earlier IRNs. In this IRN, the arcs between nodes are
links between information sources (research journals) enabling the
computation of IRN properties at the information source (journal)
level. For example, a directed arc from an article appearing in journal
A to an article appearing in journal B indicates a citation flow from
journal A to journal B. We now apply our method and metrics to this
new IRN with the focus now on the information sources rather than
the information itself.
(b) (Excluding intra-journal citations)
JPE 1 1 1
JB 2 2 1
JMIS 2 2 1
JLE 4 4 4
DSS 5 5 1
RERCI 6 6 5
ISR 7 7 1
IEP 7 8 1
JOCEC 9 9 2
LRP 10 10 1
CACM 11 11 8
OME 12 12 1
OS 13 13 1
ICC 13 14 1
JCE 15 16 3
RIO 16 15 3

⁎ See Table 2 for full journal names.

image of Fig.�14


Table 10
Journal ranking in combined IRN.

Journal ID norm-j-indegree rank norm-Innovator rank Number of papers

(a) (Including intra-journal citations)
JPE 1 1 1
JLE 2 2 4
JB 2 3 2
DSS 4 4 3
IJEC 4 5 3
AEL 6 6 2
RERCI 6 7 5
IEEEEM 6 8 1
JOCEC 9 9 4
IJIO 10 10 2
EIT 10 11 2
LRP 10 12 1
JRM 10 12 1
IEP 14 14 4
JEE 15 15 1
OME 15 15 1
JEI 15 17 2
JORS 15 18 1

(b) (Excluding intra-journal citations)
JPE 1 1 1
JB 2 2 2
JLE 3 3 4
DSS 4 4 3
RERCI 5 5 5
IEEEEM 6 6 1
IJIO 7 7 2
EIT 7 8 2
LRP 9 9 1
JRM 9 9 1
IEP 11 11 4
JOCEC 12 12 4
JEE 13 13 1
OME 13 13 1
JORS 13 15 1
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Using the journal identifications noted earlier, we formed journal
IRNs for themusic domain, for the software domain, and for themusic
and software domains combined. Tables 8a–b, 9a–b, and 10a–b
summarize two key measures (normalized indegree ranking and
normalized journal bbv ranking — defined below) and indicate the
number of relevant papers appearing in the top fifteen ranked
journals in each category in music, software, and combined,
respectively. The “a” version tables include intra-journal citations,
while the “b” version tables exclude the intra-journal citations. We
provide both sets of tables as a means to view how integrated a
journal's articles in these subject areas are with the broad set of
articles in the areas. Our metrics are defined as follows:

j-indegreek: number of incoming arcs to information nodes
appearing in source k from other nodes appearing in other sources
j-outdegreek: number of outgoing arcs from information nodes
appearing in source k to other nodes appearing in other sources
norm-j-indegreek (normalized indegree): j-indegreek/j-max indegreek
(j-max indegreek defined as the sum of max indegrees for all nodes
appearing in source k)
norm-j-outdegreej (normalized outdegree): j-outdegreek/j-max
outdegreek
(j-max outdegreek defined as the sum of max outdegrees for all
nodes in source k)

Similar to Section 2, an “innovator” journal node is defined by:

j−bbvk = j−indegreek = j−outdegreek + 1ð Þ:

The normalized “innovator” measure is given by:

norm−j−bbvk = norm−j−indegreek = norm−j−outdegreek + 1ð Þ:
Table 9
Journal ranking in software IRN.

Journal ID norm-j-indegree rank norm-Innovator rank Number of papers

(a) (Including intra-journal citations)
AEL 1 1 2
IEEEEM 1 2 1
EIT 3 3 2
IJIO 3 4 2
JRM 3 4 1
JEE 6 6 1
JORS 6 7 1
CACM 8 8 4
JOCEC 9 9 2
ISR 9 10 2
JMIS 11 11 5
IM 12 12 2
JBE 13 13 14
JM 14 16 1
RES 14 16 1
MISQ 16 14 4
RANDJE 17 15 2

(b) (Excluding intra-journal citations)
IEEEEM 1 1 1
EIT 2 2 2
JRM 3 3 1
IJIO 3 4 2
JEE 5 5 1
JORS 5 6 1
JOCEC 7 7 2
CACM 8 8 4
JMIS 9 9 5
ISR 10 10 2
MISQ 11 11 4
JM 12 14 1
RES 12 14 1
RANDJE 14 12 2
IEP 15 13 3
The structure of these metrics closely follows those defined in
Section 2, and we do not detail them again here. As before, we focus
on capturing the time-ordered nature of such linkages, and our
approach minimizes the temporal bias that is inherent in existing
metrics.

First we note that several of the journals listed have only one
article in an area, yet many of them are ranked higher than other
journals with several articles in an area. The metrics we set forward
are based on impact in terms of normalized in-degrees (citations to an
article) and building block (bbv) values (citations to an article relative
to possible citations to that article from papers in the original IRN).
We reiterate that normalized building block value (bbv) of a journal
utilizes the number of citations relative to the number of possible
citations (i.e. time subsequent research papers) that could have
referred to the particular paper. Our measures should not be
construed as indicators of the overall quality of a journal. Rather, we
illustrate the use of IRNs and report how sets of papers (possibly only
a single paper) in a specific information domain that have a specific
journal as their source perform on specific IRN metrics. Including
intra-journal citations did not result in much difference in the
ordering of journals in either the music or software IRNs.
6. Concluding remarks

We introduced the concept of information resource networks
(IRNs) and suggested their use in a variety of settings that involve
time-stamped and directed introduction of information resources.
IRNs provide a representation of potentially interrelated information
nodes along with the specific linkages that occur. We developed and
presented a set of IRN metrics and illustrated the IRN concept and
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metric computations using two information domains — the inter-
section of market forces with two digital goods, software and
music. We also illustrated how the IRN approach can be utilized
with the nodes indicating the information sources (here academic
journals).

Our specific domain choices were used for illustration (and proof
of concept) purposes. The structured IRN approach can be applied in
any number of information resource settings (examples provided
along with the exposition above) as long as the linkages or arcs
between nodes are directed and nodes are time-stamped. To expand
the validation of the IRN network formulation, future research will
focus on additional domain-specific applications. Our goal in this work
will be to investigate the consistency of usefulness or “goodness” of
each of the individual metrics developed and presented here. We
conjecture that the IRN approach will meet these challenges but we
must provide sufficient empirical support.

Time-directed and interconnected information streams have prolif-
erated inside corporations and in the public domain. E-mail conversa-
tions, document management system logs, supply chain transactions,
blogs and the generation of “buzz” online, patent litigation, and
numerous other applications abound for structured analysis of time-
directed interconnections. The IRN approach provides a set of tools to
discover patterns, linkages, and underlying relationships in such
environments and to help investigators to better understand specific
domains.
Appendix A
Table A1
IRN metrics: definitions and formulae.

Definition

IRN (Information
Resource Network)

It is a time ordered directed gra
(1) set I of information element
and (2) set A of time ordered di
(arcs) between information elem

Ni Total number of information ele
(nodes) in a given network i

indegreej (indegree) Number of directed arcs to node
other nodes in network i

outdegreej (outdegree) Number of directed arcs from no
nodes in network i

max indegreej
(maximum indegree)

Maximum outdegree for an info
j indexed in period t, max indegr
possible directed arcs to node j f

max outdegreej
(maximum indegree)

Maximum outdegree for an info
j indexed in period t, max outdeg
possible directed arcs from node

norm− indegreej
(normalized indegree)

Normalized indegree is the ratio
maximum indegree for node j

norm−outdegreej
(normalized outdegree)

Normalized outdegree is the rat
to maximum outdegree for node

bbvj
(building block value)

Building block value of node j re
new information that a node j b
and is defined as the ratio of ind
degree for node j.

norm−bbvj
(normalized building block value)

Normalized building block value
ratio of normalized indegree to
outdegree for node j.

svj
(seminal node)

A seminal node is a type of exce
building block node, where the
time-indexed nodes continue to
arcs to the seminal node.

Di (IRN density) IRN density is defined as ratio o
of directed arcs in the network t
possible directed arcs in the net
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