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1. Introduction

Bibliometric methods measure the impact of papers, researchers, journals, and even organizations. Many measures based
on citation data have been proposed to estimate quantitatively the impact of an author. Examples include the H-index
(Hirsch, 2005) and the G-index (Egghe, 2006). These measures rely on citations; therefore, consistent, accurate, and up-
to-date citation data is critical for an accurate assessment of author impact.

The publications of an author are typically identified by the author’s name. However, we cannot always correctly match
publications with authors because names can be ambiguous. There are two types of name ambiguity: multiple name vari-
ations and same-named authors (Han, Xu, Zha, & Giles, 2005). Here we deal with the latter, which makes citation-based im-
pact analysis noisy and therefore complicates efforts to measure impact.

Scholarometer (scholarometer.indiana.edu) is a social tool that helps evaluate the impact of authors (Hoang, Kaur, &
Menczer, 2010; Kaur et al., 2012). In our approach to scholarly citation analysis, information that is crowdsourced from end-
users of the system forms the very basis for the service provided. To decrease the noise in the citation analysis, we want to
detect ambiguous names at query time.

Prior work in name disambiguation is based on supervised or unsupervised machine learning algorithms that partition a
set of publications into coherent subsets. However, none of these approaches is applicable in the context of social citation
analysis tools, which require query-time detection of ambiguous names. When an ambiguous name is detected in this
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setting the tool should prompt the user to refine the query, e.g., by adding keywords to make the query more specific. We
adopt this definition of “ambiguity” based on user queries; thus our problem formulation: Given a set of publications obtained
by querying a digital library, decide if the author names of these publications match the name in the query.

1.1. Contributions and outline

After background on related work in Section 2 and description of data crowdsourced through Scholarometer in Section 3,
we present the proposed approach in Section 4, which includes the following contributions:

e A heuristic based on name variations and citations (Section 4.1).

e A two-step method to capture the consistency between coauthor, title, and venue metadata across publications
(Section 4.2).

¢ An algorithm to measure the coherence between the topics associated with title and venue metadata (Section 4.3.1).

e An algorithm to measure the consistency between topics associated with publication metadata with the addition of
crowdsourced discipline annotations for authors (Section 4.3.2).

In Section 5 we evaluate these features in a supervised learning setting and show the effectiveness of combining them
with each other. We also show that our approach outperforms a baseline derived from Microsoft Academic Search.

2. Related work

The problem of ambiguous names is important because it affects the quality of content and services in digital libraries. For
example, if we want to evaluate the impact of author “J. Smith” using Google Scholar, we can see that the publications belong
to several different authors with the same name. If all these publications were used, the impact of “J. Smith” would be se-
verely overestimated. There is little data in the literature on the prevalence of ambiguous names. Kang et al. (2009) found an
average of 1.71 distinct individuals per author name in Korean publications. Our own analysis based on Scholarometer data
suggests that 25% of the queried author names are ambiguous.

The literature on disambiguation is mainly categorized into supervised and unsupervised learning approaches. Super-
vised learning approaches (Culotta, Kanani, Hall, Wick, & McCallum, 2007; Han, Giles, Zha, Li, & Tsioutsiouliklis, 2004; Huang,
Ertekin, & Giles, 2006) use a set of authors with given partitions to train a classifier to recognize whether two publications, or
two sets of publications, belong to the same profile. However, it is expensive for humans to label sufficiently many names for
training in very large-scale digital libraries. One solution is a hybrid of manual and automatic methods, as in the paradigm of
active learning (Kanani, McCallum, & Pal, 2007), which can iteratively detect the most informative examples for manual
curation. Recently, Levin, Krawzyk, Bethard, and Jurafsky (2012) proposed a self-supervised algorithm for author disambig-
uation in large bibliographic databases. Veloso, Ferreira, Gongalves, Laender, and Meira (2012) also introduced an associative
author name disambiguation approach with self-training capabilities.

Unsupervised approaches (Bhattacharya and Getoor, 2007; Cota et al., 2007; Han, Xu, et al., 2005; Han, Zha, et al., 2005;
Malin, 2005; Soler, 2007; Song et al., 2007; Yang et al., 2008) do not use training examples; instead, they exploit publication
features to merge similar publications into clusters, such as coauthorship (Kang et al., 2009). In general, supervised ap-
proaches perform better because they are tuned specifically to determine the relative importance of, and interactions among,
different features of the data, such as coauthors, venues, titles, and affiliations.

Recently, Microsoft Academic Search (academic.research.microsoft.com)and Google Scholar (scholar.google.com)
have introduced hybrid approaches that combine automatic clustering with manual curation, a crowdsourcing approach to
name disambiguation. This approach is not applicable in our setting because the Scholarometer system does not require
authors to create profiles.

The approach taken by the Scholarometer system for disambiguation is based on supervised learning, but defines the
problem in a different way. Given a set of papers for a given author name, the task is to determine whether the name is
ambiguous, i.e., corresponds to multiple authors. Our first attempt to deal with ambiguous author names deployed a simple
heuristic based on name variations and citations (Hoang et al., 2010) discussed in Section 4.1. We improved on the simple
heuristic by analyzing the topic-level consistency of author publications (Sun, Kaur, Possamai, & Menczer, 2011), which is
mentioned in Section 4.3.1. With increased popularity the number of authors in Scholarometer has grown significantly,
revealing many undetected ambiguous names. This has motivated us to explore more features for better detection of ambig-
uous names.

3. Crowdsourced data

In this section we outline the data acquisition in the Scholarometer system and the statistics of the crowdsourced data.
Further details can be found elsewhere (Kaur et al., 2012).
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3.1. Data acquisition

Crowdsourcing is an approach to harness knowledge from a community via Web platforms in order to solve practical
problems. Scholarometer applies crowdsourcing to scholarly annotations. Users provide disciplinary annotations in ex-
change for access to citation data obtained from querying bibliographic services. Therefore, we consider two sources of data:
(i) citation data from an online bibliographic digital library and (ii) user-supplied annotations of authors with discipline tags.

As a browser extension, Scholarometer accepts queries about authors, which must include discipline annotations. The
tool performs citation analysis, fetching data from Google Scholar on behalf of the user. Fig. 1 shows a screenshot with query
results. The data that we collect comes from users, so it is naturally noisy. A blacklist is employed to prevent spammers from
polluting databases. We also apply manual and automatic data cleaning techniques to deal with noisy annotations (tags).
Another important issue is the ambiguity of author names, which is the topic of this paper.

3.2. Data analysis

The Scholarometer system was first released in November 2009. At the time of writing, the database has collected about
1.9 million articles by 26 thousand authors in 1200 disciplines. Fig. 2 displays the top 15 discipline tags based on the number
of authors. The Scholarometer database was initially dominated by computing-related disciplines due to the publicity re-
ceived by the tool in the computer and information science communities. Disciplinary coverage has since grown. Further sta-
tistics for authors and disciplines are presented by Kaur et al. (2012) and available on the Scholarometer website (http://
www.scholarometer.indiana.edu/explore.html).

4. Ambiguous name detection

Our algorithm extracts features from all publications retrieved for the queried author name and performs binary classi-
fication to estimate the likelihood that the set of publications belongs to the same author. In this section we describe three
classes of features of the publications of an author.

4.1. Name variations and citations

Typical author names have two or three variations. To extract name variations for a queried author, we compute a heu-
ristic similarity measure between the author names from the retrieved publications and the queried name. All the names
with similarity above an empirical threshold are considered as variations and ranked by the citations counts of the corre-
sponding papers. For example, the name variations “s thrun” and “sb thrun” are shown in Fig. 1. We then look at the per-
centage of the total citations that are attributed to the top name variations. A high percentage suggests that the name is not
ambiguous, as any further variations only account for a small fraction of the citations and therefore do not have a large effect
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Fig. 1. Illustration of the Scholarometer interface. The browser extension interface (left) lets users enter queries and tags. The main browser window
(center) is for presenting and manipulating bibliographic data. Citation analysis results are shown on the right.
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Fig. 2. Percentage of authors tagged with 15 most common disciplines. Note that the sets of authors in these disciplines may overlap, as authors are often
tagged with multiple disciplines.

on impact measures. If the top name variations account for a low fraction of the citations, it is reasonable to assume the
contrary.

The first iteration of this heuristic used in Scholarometer had a fixed threshold (90%) for the fraction of citations to papers
corresponding to the top three name variations (Hoang et al., 2010). In the supervised learning setting we use the fraction of
citations for the top n (n=1, 2, 3) name variations as a feature for the classifier. We call such a feature citations per name
variation (CNV,,).

4.2. Metadata consistency

Generally, an author is likely to collaborate with a certain group of colleagues, write papers on similar topics, and publish
papers in similar journals or conferences. The metadata associated with these publications by the same author should be
consistent; inconsistencies between publication patterns are evidence of an ambiguous author name.

We explore three common publication attributes: coauthors, title, and venue. For each attribute we compute the average
similarity over pairs of publications. Some preprocessing, including stopword removal and stemming, takes place before
computing any similarity.

Two kinds of similarity methods are used: cosine similarity and overlap coefficient. Cosine similarity is defined as:

Xy
lI*/yll

oY) = S
where x and y are vector representations (Salton & Buckley, 1988). We use simple term frequencies as vector weights. The
overlap coefficient is defined as:

XNyl

overlap(x.y) = o D

(2)

where x and y are two sets of binary features.

For title similarity we treat each title as a vector of words and use cosine similarity. For venue and coauthor similarity we
compute the overlap coefficient between every pair of venues or coauthors. We call these metadata features MD,jye, MD,enye.
and MD coquthor-

There are two issues related to the above features. First, titles and venues of publications are usually very short. Therefore,
the similarity scores over pairs of titles or venues are often very small or zero. Second, the comparisons among all pairs of
publications are computationally costly for a query-time algorithm. To alleviate these problems, we propose a two-stage
strategy:

1. Coauthor clustering: The clustering algorithm follows the basic assumption that if two papers have at least one coauthor in
common, they belong to the same author (Cota et al., 2007). This algorithm, though simple, groups some publications
together with high confidence. In every cluster, the titles and venues are merged together.

2. Pairwise similarity: Based on the first step, we calculate the title and venue similarities over pairs of clusters in a similar
way to MDe and MD,epye.
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We call these features MD oquthor+title ANd MDcoguthor+venue- ThisS two-stage strategy alleviates the sparsity problem and re-
duces the computational cost of the similarity computation, even though these features are still expensive to compute for
query-time detection. Therefore, in Section 5.2 we propose a sampling strategy to limit the number of cluster comparisons.

4.3. Topic consistency

We leverage the discipline tags crowdsourced from the users of the Scholarometer system (Fig. 1) to capture topical con-
sistency between authors and publications. Each discipline can be represented by a vector of authors who have been tagged
with it. The vector weight is the number of times that an author has been tagged with a discipline. The cosine similarity o
between two disciplines, calculated by Eq. (1), reflects the strength of cross-disciplinary collaborations between authors in
these two disciplines. As an illustration, we list eight pairs of highly related disciplines in Table 1.

4.3.1. Publication topic consistency

To capture the possibility that publications in different disciplines may be from the same author in spite of inconsistent
metadata, we need to detect different but related disciplines associated with an author name. For example, in Fig. 3 an author
has two subsets of publications A and B in different disciplines. Suppose that the publication metadata is consistent within
each subset, but not between A and B. If we know that publications in A are about Topic 1, publications in B are about Topic 2,
and Topic 1 and Topic 2 are highly related, we may infer that the publications are consistent and the author is not ambig-
uous. This is the basic intuition for a feature that we call publication topic consistency (PTC).

We use a subset of the crowdsourced tags from a controlled vocabulary, namely the JCR categories. These 242 preexisting
disciplines are composed of Science Citation Index Expanded, Social Sciences Citation Index, and Arts and Humanities Citation
Index from Thomson Reuters’ Web of Science.

For every author all the publication titles and venues are merged together into a set of keywords P and mapped to pre-
existing disciplines D. For every discipline d € D we estimate the probability that the set of publications with description P
belongs to d as:

Pr(w|P)
PRP) = 1 o 57 = WS 1w 7 ®
where flw, P) is the number of occurrences of the discipline keyword w in P and fiw, D) is the number of disciplines that
contain w, which is used to measure the generality of that word.

As an illustration, Table 2 shows the top five discipline topics in the profiles of three authors. Generally, the top one topic
is the author’s main research area as inferred from the publications. Our intuition is that topics related to the main research
area contribute to the consistency of the profile. We therefore sum the probabilities of all related topics and normalize by the
sum over all profile topics. Formally:

- Pr(di|P)3(o(d:, dy)
>4 Pr(di|P)

where §(a(d,, d;)) is the step function, equal to one if the similarity between d; and d; is greater than zero, and zero other-
wise. N is the number of topics in the profile. This feature considers the interdisciplinary research collaborations of an author.

(4)

4.3.2. Author-publication topic consistency

Suppose that the majority of the publications of an author have high metadata and publication topic consistency, but the
crowdsourced tags are inconsistent with the publication topics. For example, an author is tagged with “chemistry”, however,
the publications appear to be consistently related to “literature”. Since there is low similarity between these two disciplines,
we may infer that the author name is ambiguous.

Based on the above scenario, we propose a new feature called author-publication topic consistency (APTC). Let us define it
as the similarity between the publications profile and the crowdsourced discipline tags:

APTC = max O'(d d)) (5)
i€Tq.dje

Table 1

Eight highly related discipline pairs and their cosine similarities.
Materials science, multidisciplinary Optics 0.82
Neurosciences Language and linguistics 0.78
Surgery Transplantation 0.75
Geology Paleontology 0.73
Behavioral sciences Biodiversity conservation 0.70
Demography Management 0.70
Anatomy and morphology Obstetrics and gynecology 0.63

Ecology Paleontology 0.63
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Table 2

Top five disciplines in the topic profiles of three authors. The topic probabilities are inferred from the
author’s publications. Note that since the profiles only rely on title and venue keywords, they can be
mapped to incorrect disciplines.

Discipline Probability
Sebastian Thrun

Robotics 0.0728
Computer science, artificial intelligence 0.0044
Medicine, general and internal 0.0035
Automation and control systems 0.0031
Mining and mineral processing 0.0030
Sigmund Freud

Psychology, psychoanalysis 0.0057
Social work 0.0050
Engineering, civil 0.0027
Psychology 0.0023
Literary theory and criticism 0.0018
Robert M May

Ecology 0.0348
Infectious diseases 0.0076
Psychology, biological 0.0049
Parasitology 0.0038
Evolutionary biology 0.0022

where T, is the set of crowdsourced tags for the author and Tp is set of topics for the publications. For the latter we collect
disciplines that contribute to the numerator in Eq. (4).

This feature considers user-generated discipline annotations. Since reliability of data is an issue in the computation of the
ATPC, we only wish to include reliable tags in T4. We view each query as a vote for the discipline tags of the queried author.
The number of votes together with the number of tags are used to determine heuristically which tags are reliable for each
author (Kaur et al., 2012).

5. Evaluation

Here we present results obtained with a simple logistic regression algorithm from Weka (Hall et al., 2009), which outper-
formed other methods in most cases. For each combination of features, we report on three performance measures: accuracy
(Acc), area under ROC curve (AUC), and F;. Average values of these measures are obtained by performing 10-fold cross-
validation.

To train and test our classifier, we manually labeled 500 author names. The names were selected among the top authors
(ranked by H-index) from each of the top 100 disciplines (ranked by number of authors) in the Scholarometer database. Four
graduate students examined the publications retrieved from Google Scholar for each queried name. Titles, coauthors, venues,
affiliations, and crowdsourced tags were inspected to obtain the ambiguity labels. We randomly selected 250 authors and
judged them twice, with excellent inter-rater agreement (Cohen’s k = 0.84). The other 250 authors were judged once. Finally,
among the 500 author names, 283 were labeled “not ambiguous” and 217 “ambiguous.”
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5.1. Name variations and citations

Based on the citations-per-name-variation heuristic, we compare the accuracy of the classifier based on the percentage of
citations accounted for by the top n (n =1, 2, 3) name variations. The ROC curves in Fig. 4 and measures in Table 3 suggest
that using the top three name variations results in better detection of ambiguous names.

We notice that when there are more than three name variations, CNV3 is a good feature, which can be seen from the upper
right part of the curves in Fig. 4. For the authors with less than three name variations, other features are necessary for detect-
ing ambiguity. Based on the accuracy, we select CNV3.

5.2. Metadata consistency

To compute the metadata features efficiently, we exploit estimated knowledge of author impact. We only consider the top
h (author’s H-index) publications, as they are the ones that affect the impact computation. While this choice precludes us
from detecting certain ambiguities, namely those that do not affect the impact measure, it is necessary in order to deal with
the large amount of noise present in the tail of the publications returned by Google Scholar.

Fig. 5 shows the accuracy achieved with metadata features computed over samples of publication/cluster pairs of differ-
ent sizes. A sample of 200 pairs provides an adequate balance between efficiency and accuracy. We use this sample size to
produce the results shown in Tables 4 and 5.

Table 4 shows the results of the combinations of the metadata features. As expected, title similarity MD;;. performs bet-
ter than the other two features. Venues have relatively fewer words, resulting in smaller overlap. An author may collaborate
with different groups of people at different times, so the average coauthor similarity may be low even for unambiguous
authors. Table 5 shows the results of our two-stage strategy. From both tables, we see that the best results are obtained
by combining the two metadata consistency features with coauthor clustering.

5.3. Topic consistency and summary

Table 6 shows that PTC achieves relatively high accuracy as a single feature, demonstrating that it is reasonable to con-
sider the topic-level similarity of an author’s publications. PTC benefits from the consideration of interdisciplinary collabo-
rations. APTC is not as good as PTC; inconsistencies between publication topics and author tags may be caused by poor tag
choices rather than ambiguous names. In combination with all the other four features, however, APTC does provide a slight
advantage (Table 7).

Fig. 6 and Table 7 summarize the performance of five single features and their combination. The performance of the best
classifier, combining all features, is quite promising, with an accuracy of 79%. This result improves upon the 75% accuracy
achieved with the combined feature CNV; + PTC (Sun et al., 2011).

The above results, while promising, are based on a relatively small hand-curated dataset of 500 authors. To evaluate our
algorithm on a larger dataset, we can follow the semi-supervised learning approach of Levin et al. (2012), and apply our best
classifier to the entire set of authors in our database. 4202 authors (25% at the time) were labeled “ambiguous.” To obtain a
conservative estimate of classification accuracy, we drew a random sample of 4279 authors labeled “not ambiguous,” yield-
ing a balanced dataset. We then ran 10-fold cross-validation on the resulting set of 8481 authors, obtaining an accuracy of
92.3%.

True Positive

0.0

0.0 0.2 0.4 0.6 0.8 1.0
False Positive

Fig. 4. ROC curves based on citations per name variation features.
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Table 3
Performance based on citation per name variation (CNV) heuristics.
Feature Acc Fy AUC
CNV; 0.57 0.54 0.65
CNV, 0.67 0.63 0.74
CNV; 0.70 0.66 0.74
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0.75 1 0.75 1
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Fig. 5. Accuracy vs. number of pairs in sample.
Table 4
Performance based on metadata without clustering.
Feature Acc Fr AUC
MDyigie 0.70 0.70 0.75
MDyenye 0.62 0.62 0.66
MDmaurhar 0.65 0.65 0.68
MDtitlev MDcoauthor 0.72 0.72 0.79
MDvenuev MDcaauthar 0.71 0.71 0.77
Three metadata features 0.72 0.72 0.77
Table 5
Performance based on metadata with clustering.
Feature Acc F AUC
MD coquthor+title 0.73 0.73 0.77
MDmau[hor+venue 0.69 0.69 0.70
MD coquthor+titles MDcoauthor+venue 0.74 0.74 0.80
Table 6
Performance based on topic consistency.
Feature Acc Fy AUC
PTC 0.73 0.73 0.79
APTC 0.64 0.64 0.70

5.4. Comparison with a baseline

For better assessment it is desirable to compare our approach with a suitable baseline. However, we are not aware of
other methods in the literature that perform ambiguous author name detection at query time as we have defined the task
here.



462 X. Sun et al./Information Processing and Management 49 (2013) 454-464

Table 7

Summary performance based on various features.
Feature Acc Fy AUC
CNV3 0.70 0.66 0.74
MD coquthor-+titie 0.73 0.73 0.77
MD coquthor+venue 0.69 0.69 0.70
PTC 0.73 0.73 0.79
APTC 0.64 0.64 0.70
CNVs5 + PTC 0.75 0.75 0.82
Four features (without APTC) 0.78 0.78 0.84
Best (all features combined) 0.79 0.79 0.84
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Fig. 6. ROC curves for five individual features and their combination.

In search of a baseline for our evaluation, let us consider Microsoft Academic Search (MAS). MAS provides name disambig-
uation by clustering the papers associated with an author name into profiles. To derive a suitable baseline from MAS, we
must interpret its output as if it were a binary ambiguous name detection system. Naturally, this is not what MAS is designed
to do, but it is nevertheless interesting to compare the performance of our ambiguous name detection system with a baseline
derived from the state of the art.

A number of measures must be taken to ensure that our comparison is not biased against the baseline and in favor of our
approach. Our analysis suggests that Google Scholar has higher coverage than MAS in all fields. Yet, the publication coverage
of MAS is expanding rapidly. At the time of this writing, MAS has relatively good coverage in the fields of computer science,
chemistry, mathematics, engineering, and physics. To conduct a relatively fair comparison, we select a candidate test set of
authors who are tagged reliably with these five disciplines. Among the 500 labeled authors, 184 meet this criterion. For each
of these authors, we query MAS to make sure that the publications in MAS and Google Scholar (the Scholarometer data
source) are comparable. In MAS an author may have several profiles. If the aggregate number of publications across the pro-
files is h (author’s H-index) or more, we consider the coverage sufficient to carry out the comparison. After filtering out
authors with an insufficient number of publications, we are left with a test dataset of 139 authors; 60 of these are ambiguous
and 79 not ambiguous according to our definition.

For the sake of obtaining a baseline ambiguity detector, we ignore the profile details and focus solely on the number of
profiles returned by MAS for every author name in the test set. A single profile is interpreted as a binary classification of “not
ambiguous” and multiple profiles as an “ambiguous” name detection. To avoid a bias in favor of our system, our classifier is
trained on the 361 excluded authors and then tested on the same set of 139 authors as MAS.

Table 8
Confusion matrices.
MAS Our system
Positive Negative Positive Negative
Positive 29 50 44 35

Negative 0 60 6 54
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Fig. 7. Scatter plots of citation based impact measures for highly cited computer science authors in MAS and Scholarometer. Points would be aligned on the
diagonal line if the two systems had perfectly consistent impact measures.

The confusion matrices generated by our detector and the MAS baseline are shown in Table 8. MAS has a high false neg-
ative rate of 63% compared to our system whose false negative rate is 44%. This is because MAS tends to split the publications
of an author into small coherent groups so that an unambiguous author name may have several profiles. In the context of
citation analysis this is likely to result in lower impact measures for authors. As an illustration, we compare the H-index
and G-index values reported by the two systems for 49 highly cited computer scientists with unambiguous names in
Fig. 7. While the values are correlated, MAS tends to report lower impact measures. For the same reason, MAS has no false
positives, while our system misses an ambiguous author, overestimating impact of six authors.

Overall, the accuracy of our detector is 71% vs. 64% for the baseline. Note that our system’s accuracy is lower than re-
ported in Table 7; here we have a predefined test set and cannot use cross-validation. With all the caveats of the baseline
comparison (small test set, differential coverage, and binary classification), we consider these results encouraging. Our ap-
proach achieves better performance for ambiguous author name detection in the context of citation analysis.

6. Conclusions

We investigated the detection of ambiguous crowdsourced names in a social citation analysis system. Three classes of
features were explored, extending previous work. The first is a heuristic based on the percentage of citation accrued by
the top name variations for an author. The second is based on consistency of metadata, including titles and venues across
coauthor clusters. The third utilizes crowdsourced data to detect ambiguity at the topic level. Our experiments show that
these features work fairly well and yield accuracies around 64-73% when we classify using just a single feature. By combin-
ing all the features, the accuracy of ambiguous author name detection increases to 79%. We also find that the accuracy of our
approach compares favorably with a baseline derived from Microsoft Academic Search when testing on a subset of authors.

We have implemented the proposed method into the latest version of the Scholarometer system, and the detector is suf-
ficiently efficient to be compatible with the real-time environment, which was one of our goals. On average, it takes 1.06 s to
compute the features and run the detection algorithm once the data is obtained from Google Scholar.

In the future we plan to enhance the approach by exploring additional features, such as publication years, to further im-
prove the accuracy of ambiguous author detection. Furthermore, for undetected ambiguous names, we will explore the use
of more traditional name disambiguation algorithms to partition publications into coherent clusters, combined with crowd-
sourcing techniques to let users select, merge, and/or split profiles for matching queried authors.
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