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A B S T R A C T

Unmanned aerial and aquatic vehicle networks have attracted the attention of the wireless communication
research community in the last decade. The low manufacturing costs for developing small unmanned vehicles
and the notable developments on wireless communication technologies have made possible the design of co-
operative applications involving multiple unmanned aerial and aquatic vehicles. However, the design of wireless
networks, which include very dynamic and complex entities like unmanned vehicles, poses many challenges.
Fortunately, unmanned aerial vehicle networks applications usually resemble those of unmanned aquatic vehicle
networks such as military missions, or environmental monitoring among others. With the exception of the ob-
vious differences in the lower layers of the wireless communications protocols, valid approaches used in the
aerial medium could be easily adapted to the aquatic medium. This survey presents together the main features to
take into account for designing unmanned aerial and aquatic vehicle networks with the aim to help the reader to
transfer valid approaches and techniques between aerial and aquatic applications. We survey the results of more
than 100 references on this topic published in international conferences and journals, and we also include the
results of several bibliometric analyses in order to better present the status of the art and research directions on
this scientific area.

1. Introduction

The advances in electronics, robotics, communications and other
areas have made a reality the fact of building networks with unmanned
vehicles for a variety of applications. On the one side, Unmanned Aerial
Vehicle (UAV) networks have experienced a rapid development lately
[1–3]. These networks are usually known as Aerial Ad hoc Networks
(AANETs) [4]. On the other side, unmanned aquatic vehicles have also
attracted the attention of the research community. Unmanned aquatic
vehicles, either Unmanned Surface Vehicles (USV) [5] or Unmanned
Underwater Vehicles (UUV) [6,5], have been also used to build up
networks of unmanned aquatic vehicles. There is not a specific name
assigned to unmanned aquatic vehicles, and therefore, we name them
after Aquatic Ad hoc Networks (AQNETs) in this paper. Both networks,
AANETs and AQNETs follow the ad hoc networking paradigm [10] and
that is one of the main reasons for using these names. Some application
examples for AANETs and AQNETs are disaster relief operations
[4,11,20], detection and tracking of toxic plumes [12], monitoring and
surveillance [13,11], logistics [14], agriculture [15], environmental

monitoring [16], among others. These applications present complex
scenarios with highly dynamic features and it has been demonstrated
that multi-robot systems outperform single robot missions in terms of
reliability, robustness and efficiency [1,17,21].

Although AANETs and AQNETs belong to different mediums, i.e. the
air (AANETs) and the water (AQNETs), it is usual to find related works
in the literature using similar approaches when building AANETs and
AQNETs applications. Obviously, the main difference between both
AANETs and AQNETs comes from the fact that underwater applications
cannot use the same wireless technologies as surface AQNETs and
AANETs. The main reason is that the communication channel, the
water, makes underwater networks to change the technologies used in
the lower layers of the communication protocols stack (mainly the
physical and MAC layers). However, important features such as routing
techniques, vehicles mobility and applications of AANETs and AQNETs
may present important similarities. Also, there are multiple scenarios
formed by a combination of both AANETs and AQNETs [17].

In this survey, we present AANETs and AQNETs together. The term
UAAV network is used for addressing those common characteristics of
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both aerial and aquatic networks. On the contrary, when presenting
specific characteristics, which are not shared by both AANETs and
AQNETs, the terms AANET or AQNET will be used. In this survey, we
review the existing literature organized in the following areas: i) UAAV
networks, ii) wireless communications (between node peers and also
between a node and a ground base station), iii) evaluation tools (mo-
bility models, simulators, and testbeds), and iv) applications. To the
best of the authors’ knowledge, this survey covers aspects that have not
been reviewed by previous surveys like evaluation tools for UAAV
networks. Table 1 shows the most relevant surveys on both AANETs and
AQNETs that can be found in the literature. Table 1 shows that previous
surveys did not cover simultaneously aerial and aquatic networks,
which is an interesting way of transferring knowledge among two re-
lated scientific areas. Some surveys focused only on UAVs networks
such as [1,3], or [2], while others only focused on aquatic ones [22].
Clearly, there is lack of surveys on evaluation tools like the one pre-
sented. Regarding the applications and scenarios, there are some sur-
veys that cover specific scenarios such as civil applications [17] and
disaster scenarios [18].

In contrast to previous works, in this survey we provide two main
contributions:

• We present together the state of the art of both AANETs and
AQNETs, which can be useful for raising awareness about the si-
milarities among these two types of networks, and leverage the fact
of applying valid approaches used in AANETs to an AQNETs, or vice
versa.

• We present one of the most completed and updated survey on both
AANETs and AQNETs, including some aspects that have not been
covered deeply such as the evaluation tools and a bibliometric study
like the one included in Section 6.

The rest of this paper is organized as follows. Section 2 introduces
UAAV networks as multi-hop networks. Section 3 reviews the existing
work on wireless communications used in UAAV networks. In Section 4,
the evaluation tools available for working with UAAV networks are pre-
sented. Section 5 includes the main applications of UAAV networks
nowadays. In Section 6, the lessons learned and open challenges regarding
UAAV networks are presented. Finally, Section 7 concludes this paper.

2. UAAV networks

One of the main aspects to consider when developing an UAAV
network is the networking approach that should be used. Wireless
multi-hop ad hoc is a communication paradigm that suits the main
requirements of UAAV systems, which are: i) node mobility and ii)
adaptive network topologies. This section describes the different wire-
less multi-hop ad hoc approaches used in UAAV networks and their
main characteristics.

2.1. Multi-hop ad hoc networks

The most generic and firstly studied wireless multi-hop ad hoc
networks receive the name of Mobile Ad Hoc Networks (MANETs) [22].
MANETs were conceived originally as a way to connect wirelessly dif-
ferent portable devices such as smartphones, laptops, and tablets lo-
cated close to each other. As an evolution of MANETs, Delay Tolerant
Networks (DTNs) [23] are low density networks with very high mobi-
lity. DTNs aim to transmit data packets in disconnection-prone en-
vironments and with non-guaranteed end-to-end connections. The
communication strategy in DTNs is the well-known store-carry-forward
policy. Under such communication paradigm, when a node receives a
message, it keeps the message in memory until it finds a different node
to forward the message with. Both aerial and aquatic vehicles can work
under sparse connectivity scenarios, where DTN paradigm can be seen
an interesting solution to allow communications among nodes. Wireless
Sensor Networks (WSNs) [10] are another type of ad hoc networks in
which nodes are sensing devices capable of communicating wirelessly.
The common architecture in WSNs is characterized by numerous sen-
sing nodes and a small group of higher-capabilities nodes called sinks.
The sink nodes are responsible for gathering the sensed data and
sending the information to a command station for further processing.
However, nowadays sensors are being embedded in mobile robots like
aerial and aquatic vehicles. Thus, currently WSNs are starting to have
mobile capabilities and dynamic topologies. Furthermore, Wireless
Mesh Networks (WMNs) [10] are multi-hop networks designed to ex-
tend the Internet connectivity at a lower cost. The nodes in WMNs are
called mesh routers. In the first designs, the mobility of mesh routers
was considered to be low or inexistent [24]. However, recent WMNs
integrate the routers in mobile robots thus having higher mobility [4].
Under some critical circumstances, aerial vehicles have been proposed
as wireless mesh routers to provide communication services to ground
nodes [25].

The wireless multi-hop ad hoc networks can also be classified ac-
cording to the type of vehicle that represents the network nodes. Node
speed in MANETs ranges from low to medium values as these nodes
represent walking people carrying portable devices like smartphones.
When referring to ground vehicles, and more specifically to common
cars, the term Vehicular Ad Hoc Networks (VANETs) [26] is used.
Clearly, autonomous vehicles will need a communication approach that
specifically addresses its requirements, and therefore, VANET commu-
nications will play an important role in this area. For this aim, specific
wireless technologies for vehicular scenarios such as IEEE 802.11p and
CALM architecture [27] have been developed.

In the last decade there has been an incredible advancement on the
development of smaller and cheaper Unmanned Aerial Vehicles (UAVs),
which are also called drones. When UAVs are used to form a wireless
multi-robot network they are called Aerial Ad Hoc Networks (AANETs)
[28]. AANET nodes have the ability to move at high speeds or, on the

Table 1
Summary of existing surveys on AANETs and AQNETs.

Survey Aerial Aquatic

Network
architecture

Wireless comm. and
tech.

Evaluation tools Applications Network
architecture

Wireless comm. and
tech.

Evaluation tools Applications

[1] Yes Yes No No No No No No
[2] Yes Yes No Civil Applications No No No No
[3] Yes Yes No Yes No No No No
[6] No No No No Yes Yes No No
[7] No No No No Yes No No No
[8] No No No No Yes Yes No No
[17] No No No No No No No Yes
[18] Yes No No Disaster Scenarios No No No No
[19] Yes No Yes (mobility

models)
Yes No No No No
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contrary, to maintain specific positions when it is needed (e.g. when the
UAVs have a helicopter-like architecture). Also, AANETs make ad-
vantage of the fact that air-to-air communications usually are less af-
fected by disruptions than ground-to-ground communication links.
These advantages make AANETs a very flexible and efficient multi-
robot system.

Furthermore, Aquatic Ad Hoc Networks (AQNETs) are networks
able to be deployed in aquatic environments. AQNETs can be divided
into two main categories: i) surface AQNETs, and ii) underwater
AQNETs. In surface AQNETs [29], the nodes only move over the water
surface (e.g. robotic boats). Usually, these vehicles are called Un-
manned Surface Vehicles (USVs) [30] or Autonomous Surface Vehicles
(ASVs) [31]. In underwater AQNETs, the nodes are able to dive and
move underwater. These latest are usually called Underwater Wireless
Sensor Networks (UWSNs) [21]. Underwater vehicles can be found in
the literature under the name of Autonomous Underwater Vehicles
(AUVs) [32] or Unmanned Underwater Vehicles (UUVs) [33].

Table 2 shows a classification of wireless multi-hop ad hoc net-
works, including important features such as type of vehicle, mobility,
speed, wireless technology and the main applications for each multi-
hop network. These characteristics are described in more detail later on
in the paper.

2.2. Aerial vehicle networks

Aerial vehicle networks are multi-hop ad hoc networks in which
nodes are UAVs. To refer to these networks the term AANET [4] is
normally used. The term FANET (Flying Ad hoc NETwork) can also be
found in the literature [3]. There are two main types of UAVs de-
pending on the vehicle architecture: i) fixed-wing and ii) rotary-wing
UAVs [34]. Fixed-wing UAVs are airplane-like vehicles (Fig. 1a). These
UAVs are characterized for performing Conventional Takeoff and

Landing (CTOL) operations like passenger planes. On the contrary, ro-
tary-wing UAVs (Fig. 1b) are able to perform Vertical Takeoff and
Landing (VTOL). They can hover in specific locations during flight.

Due to their flying properties, AANETs have the advantage of
avoiding most of the obstacles that other terrestrial robots might find on
the ground. This characteristic makes AANETs to be less affected by
obstacles in many of their applications. Consequently, communication
links suffer less from fading, multi-path propagation and other ground-
like disturbances [2]. However, there are some applications that may
require low altitude flights in difficult scenarios. As an example, as-
sembly and construction applications [35] using UAVs require precise
obstacle avoidance strategies in order to perform crash-free flights.

In general, AANETs are based on communication links established
among UAVs and other links with other higher level networks and/or
ground base stations or command centers (Fig. 2). Therefore, it is
common to find UAVs-to-ground communication links in order to
transmit data from the AANET nodes to ground stations and vice versa.
For example, in disaster relief operations, the AANET is usually con-
trolled from a ground station such as the mission control center men-
tioned in [12]. When we refer to a control or command base station, it
is important to clarify that we focus on networks consisting of un-
manned vehicles, thus the kind of commands that may appear in these
applications are high-level. An example would be a “come-back-home”
command, for making the unmanned vehicles return to their mission
ground base station. UAVs may also establish links with satellites.
Global Navigation Satellite Systems (GNSS), such as American Global
Positioning System (GPS) or the European Galileo [36], can be con-
sidered the simplest satellite centralized system used in AANETs. In
other cases, satellites act as relay nodes controlling the UAV mission in
a centralized manner [37]. This is a common approach when there is a
need for transmitting the information collected by the AANET to a
ground command station located far apart. A generic application

Table 2
Wireless multi-hop network classification.

MANET/
DTN

WSN WMN VANET AANET AQNET

Type of vehicle Person,
robot

Things Things Car, motorbike Aerial Aquatic

Vehicle name Node N/A N/A Node, car UAV Surface: USV,
ASV

Underwater: AUV,
UUV

Mobility Mainly free Static Static Limited to road layout Free Limited (e.g. lakes, rivers) or free (e.g.
sea, ocean).

Speed Low to
medium

Static Static Low to High Low (multirotors can hover) to
High

Low to High

Main wireless
technology

IEEE 802.11 IEEE 802.15.4 IEEE 802.11 IEEE 802.11p IEEE 802.11 (a, ac, b, n, s…),
IEEE 802.15.4

IEEE 802.11,
IEEE 802.15.4

Acoustic

Main Application Generic
purpose

Sensing
environment

Extending Internet
Connectivity

Safety, traffic
management,
entertainment…

Military, disaster,
environmental, construction,
agriculture, logistics…

Military, disaster, environmental

Fig. 1. Examples of fixed-wing and rotary-wing UAVs.
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scenario for an AANET is depicted in Fig. 2.
Due to the ad hoc nature of AANETs, the topology of the network

may change over time. Also, AANETs can consist on different types of
UAVs organized in different hierarchies [3]. For example, in an AANET,
a sub-group of UAVs may be equipped for long range communications
in order to communicate with external networks. Another sub-group of
UAVs may be focused in sensing tasks, thus carrying specific sensors.
The latest would share the sensed information with their equals within
the sub-group, but they also can send the information to long-range
communication capable UAVs for them to forward the data to reach
external networks. This flexibility, in terms of topology and hierarchy,
allows AANETs to adapt to very different applications.

2.3. Aquatic vehicle networks

Aquatic vehicle networks (AQNETs) are multi-hop networks that are
formed by aquatic nodes. Differently from the AANETs, aquatic net-
works are mainly composed of two clearly different groups of vehicles,
the Unmanned Underwater Vehicles (UUVs) and the Unmanned Surface
Vehicles (USVs). Although these vehicles are in condition to operate as
standalone, they can cooperate in a work team, in which the tasks are
analogous to the hierarchy mentioned in the previous section. For in-
stance, UUVs are more oriented to sensing and relaying data, and ASV
can act as gateway to reach long range communications with the
ground center.

Fig. 3a shows an example of an UUV, the GUANAY II [5,9] devel-
oped by the Polytechnic University of Catalonia, which has the cap-
ability of navigating in the surface like an USV. However, at certain
points the GUANAY II is able to dive vertically to obtain a profile of a
water column. On the right side of Fig. 3, the ROAZ-II [5] is shown, an
USV developed by the School of Engineering of the Polytechnic of
Porto. It is based on a catamaran, which is the most common type of
USV found in the literature due to its stability. Additional types are
based on kayak or trimaran architectures. A good summary of USV
prototypes can be found in [38].

2.3.1. Underwater vehicle networks
The main objective of the UUV based networks is to perform sur-

veillance and monitoring tasks. The development of this is plenty jus-
tified by the fact that 71% of the earth is covered by oceans [39] and
that three out of four people on earth depends on surface water for their
survival [40]. The UUV is focused on expanding the functionalities of

ROV (Remote Operated Vehicles), which are high-cost tethered ve-
hicles. It is the most straightforward way to implement certain under-
water tasks, because the ROV does not require an intelligence to carry
out the tasks, instead it is controlled by a tele-operator. However, the
ROV applications are limited. The UUV has advantages over the ROV. It
does not have a single-point of failure like the ROV, which is the cable
that connects with the tele-operator. In case of damage of this cable, the
vehicle might be lost. Additionally, swarms of UUVs are investigated to
perform tasks better and faster when the exploration area is vast [41].
In order to achieve their target objectives in a distributed fashion, co-
ordination between the nodes of the network is required.

Regarding the wireless technology used to exchange information,
RF (radio frequency) communication is not an option for underwater
environments due to the electromagnetic absorption of the aqueous
medium. Consequently, acoustic communication is used for underwater
scenarios. However, underwater acoustic channels suffer from large
propagation delay, limited available bandwidth, and high error prob-
ability. The acoustic signal propagation speed in underwater environ-
ments is five orders of magnitude lower than the radio propagation
speed (3× 108m/s vs. 1.5× 103m/s), and most acoustic systems op-
erate below 30 kHz [21]. The frequency band is very narrow, with a
maximum reported of 1MHz at the range of 60m. Also, the link ca-
pacity is very variable and with a short-range system operating over
several tens of meters it may have several tens of kbps [42]. Conse-
quently, acoustic technology is a limitation when compared with
wireless links used in UAV applications.

Another alternative to acoustic communications in underwater en-
vironments is shown in [43]. Considering that no single underwater
communication system is currently capable of achieving good perfor-
mance in all the communication aspects such as transmission range and
bandwidth, among others; they present the CoCoro Lily robot, which is
equipped with multiple communication systems. For global commu-
nications, an Omni-directional low-bandwidth SONAR system is used.
And for local communications, a directional high-bandwidth blue light
system, which is a pair of high-power blue LED (Light Emitting Diode)
and a photodiode that uses the same modulation of IrDA (Infrared Data
Association). In addition, it uses a RF system for short distance under-
water communication or for air links.

2.3.2. Surface vehicle networks
Considering that an UUV needs in some degree a remote command

center, which most probably is not underwater, a conversion of the

Fig. 2. A potential application scenario for an AANET.
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communications technologies between the two mediums (water and
air) is required. An USV may provide support by operating as a gateway
between these two mediums. For example, in [44] the authors describe
the research of real-time cooperative localization of multiple autono-
mous underwater vehicles by using undersea acoustic modems. Tests
involving two USVs and an UUV demonstrate the successful data
transfers from the USVs to the UUV. Other implementation examples
are described in [46], where they use a USV based on the Liqui-
dRobotics Wave Glider SV2 that extends the capabilities of a REMUS
UUV. In [46], functionalities such as data caching, link discovery,
monitoring acoustic communication link performance, acoustic modem
rate, among others, are verified. In [50], the authors also describe field
experiments between an UAV and an UUV (REMUS 100) being both at
the surface. The design of the communication relay payload, network
configuration, optimal flight conditions and UAV antenna mounting,
and other experimental results are presented. The tests are carried out
under no ideal conditions, and the main limitation identified is the low
capacity of the wireless system of the UUV. Finally, in [22] the authors
describe the case of using a USV as a coordination station between the
Command Center (CC) and an UUV. This allows the use of cheaper
technologies based on UMTS (Universal Mobile Telecommunications
System) and Wi-Fi protocols instead of satellite communications. Being
a gateway is not the only function that USVs can provide to UUVs. GPS
it is not available underwater, so an USV can act as a reference for a
swarm of UUVs. This is described in [51], where a swam of UUVs
named MONSUN II is presented, and one of the vehicles stays at the
surface for saving energy purposes and for acting as a relay between the
GPS satellites and the submerged vehicles.

USVs can also operate in groups as the UUVs. However, the move-
ment is limited to a 2D plane, i.e. the water surface. They can interact
with static buoys, like the study presented in [52] where they propose
the USV SCOUT to operate as a self-position buoy, with the ability to
track mobile or periodic events. They suggest a heterogeneous network
with moored buoys that offers some advantages such as rough weather
resistance, large power storage capacity, and reliable communications
to and from land-base stations. Particularly, they recommend a single
moored buoyed acting as a dock for multiple low-cost mobile vehicles.
Whenever the USVs are off the dock, they recommend the use of the
DTN paradigm as the communication model between the mobile ve-
hicles. DTNs are adequate for the use in maritime environment since
they are used in noisy and loss-prone scenarios. The DTN-based ap-
proach operates as a network overlay, meaning that it can provide data
forwarding service over heterogeneous networks, and uses persistent
storage available in the network to store data while the destination
network is not available. Another hybrid network is described in [40],
where they describe the architecture called MARTA (Multilevel Au-
tonomy Robot Tele-supervision Architecture). MARTA is an example of

architecture for supervisory control of a heterogeneous fleet of net-
worked USV vessels with environmental sensor capabilities. In [40], the
heterogeneous fleet consists of two types of vehicles. One named OASIS
(Ocean Atmosphere Sensor Integration Systems), which is a long
duration solar-powered USV. The second is the RSB (Robotic Sensor
Board), which is a smaller and relatively inexpensive USV. Another
work that investigates a fleet of USV is shown in [53], where the au-
thors present the CORATAM and HANCAD projects, which focus on the
fundamental challenges related to communication and control of USV
swarms. They propose the adoption of a heterogeneous communication
system and the use of decentralized control to facilitate robustness and
scalability. This allows keeping the USVs simple and inexpensive.

3. Wireless communications in UAAV networks

Wireless communication technologies are the cornerstone of UAAV
networks. These technologies enable the cooperation between aerial
and/or aquatic robots. Depending on the specific application for which
UAAV networks are implemented, the wireless technologies used may
vary. Also, these technologies may be different depending on the
wireless channel characteristics. The communication channel is not
equal when the link is established between two UAAV in the same
environment, e.g. two UAVs in the air; or between an UAV and a ground
node, e.g. between an UAV and a ground command station. We provide
in this section a description of the most important wireless technologies
used, organized according to the channel characteristics.

3.1. UAAV–UAAV communications

We refer to UAAV–UAAV communications as the wireless commu-
nication links established between two UAAVs network vehicles, for
example, between two UAVs forming an AANET, or two unmanned
aquatic vehicles forming an AQNET. As we are considering unmanned
aerial and aquatic vehicles, we classify the UAAV-UAAV communica-
tions in two main groups: i) AANET communications, and ii) AQNET
communications. There may be applications in which an AANET com-
municates with an AQNET.

3.1.1. AANET communications
The most common wireless technologies used for UAV–UAV com-

munication links are IEEE 802.11 standards, IEEE 802.115.4 commu-
nications and infrared technologies, among others.

IEEE 802.11 communications: IEEE 802.11 is a family of standard
protocols defined by the Institute of Electrical and Electronics Engineers
(IEEE) [59] . IEEE 802.11 standards, commonly known as Wi-Fi, define
the specifications for creating Wireless Local Area Networks (WLANs).
This standard family consists of several versions, some of which have

Fig. 3. Examples of a UUV (a) and a USV (b).
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been used widely for AANETs. The first versions of IEEE 802.11 stan-
dards, such as IEEE 802.11b, are mainly aiming at static scenarios, i.e.
where the network nodes have a very low or inexistent mobility. An
example of this situation is a desktop computer connecting to a fixed
Wi-Fi access point. With time, new versions of IEEE 802.11 family
appeared such as IEEE 802.11a, IEEE 802.11g, IEEE 802.11n, and IEEE
802.11ac [59]. With the increase of IEEE 802.11 compliant portable
devices, such as smartphones, some of these versions started to consider
higher mobility nodes. Examples of these mobility-aware standard
versions are IEEE802.11a and IEEE 802.11p. This situation favored the
usage of IEEE 802.11 technologies in AANETs.

In [55], IEEE 802.11ac and IEEE 802.11n standards are studied as
wireless technologies for communicating several UAVs with each other,
and also with ground base stations. IEEE 802.11n is studied in previous
works such as [56,57]. These works provide results of IEEE 802.11n
performance in terms of throughput and transmission range. However,
the work developed in [55] demonstrates that IEEE 802.11n can reach
higher throughput, possibly due to the usage of an optimized omni-
directional antenna consisting on three dipole antennas forming an
equilateral triangle [60]. This new results about IEEE 802.11n perfor-
mance are based on experimental analyses for both single-hop (i.e. in-
frastructure) and multi-hop (i.e. mesh) configurations. Several config-
urations are tested: i) direct communications between one UAV and the
ground station, ii) one UAV acting as a bridge (access point) between
another UAV and the ground station, and iii) two UAVs and a ground
station, being all of them nodes of a mesh network. For the IEEE
802.11n mesh configuration, the standard IEEE 802.11s mesh im-
plementation is used. IEEE 802.11s is a standard amendment that ex-
tends the lower layers of other IEEE 802.11 versions in order to support
mesh topology configurations. Regarding IEEE 802.11ac, [55] is prob-
ably the first implementation of this technology in UAV networks. This
technology shows higher data rates and a better throughput in com-
parison with IEEE 802.11n for indoor scenarios. In outdoor scenarios,
with higher mobility characteristics, IEEE 802.11ac shows a consider-
able decrease in throughput in the case of the UAVs moving away from
the base station. Thus, the need for further research on the usage of
IEEE 802.11ac in AANETs is highlighted in [55].

In [61], the IEEE 802.11b standard is used in an AANET. Two main
scenarios are tested. In the first one, UAVs are used to connect two
disconnected halves of a ground network. In the second scenario, the
UAVs create an AANET for providing communications from a ground
base station to far locations. This means that the AANET creates a multi-
hop ad hoc network through relaying operations. The IEEE 802.11b
standard is used in both scenarios and all the nodes in the network use
the same mesh network radio, either they are ground nodes or aerial
ones. Six experiments are designed and run in each of the scenarios,
these are: i) throughput, ii) connectivity, iii) network congestion, iv)
quality of service perceived by the user, v) node failure, and vi) range.
These experiments, together with the two scenarios, provide a com-
prehensive study of IEEE 802.11b communications used in UAV net-
works. Therefore, the results included in [61] highlight that the per-
formance of the network highly depends on factors such as the specific
scenario, the UAVs location with respect to other UAVs and ground
nodes, and the antennas used, among others.

In [62], a network made of UAVs is used to provide connectivity to
end systems located far from each other. The UAVs establish a wireless
mesh network acting as ground node relays. The UAVs have two
wireless interfaces. The first one is implemented by using IEEE 802.11s
where each node acts as an access point. This interface is used for
connecting UAVs to each other. The second interface is implemented
with IEEE 802.11g and allows the ground nodes to connect to the UAVs.
Two scenarios are described in [62]: i) an airborne relay scenario with a
single UAV, and ii) an airborne relay scenario with multiple UAVs. The
UAVs have also the capability of finding the ground nodes that need to
establish a communication link.

In [58], the IEEE 802.11a standard is used to carry out a

performance analysis in terms of throughput and link quality. The IEEE
802.11a family works in the 5.2 GHz band and the aim is to reach
higher data rates and lower interference with respect to IEEE 802.11b/
g. In [58], the network is composed of two UAVs and one ground base
station. Several configurations are tested in a similar way as in [55]: i)
infrastructure (one UAV acts as an access point bridge between another
UAV and the ground station), ii) and mesh (where two UAVs and the
ground station are mesh nodes). All the experiments are carried out in
an outdoor scenario. A single-hop configuration is used as a reference
for comparison purposes. When comparing the access point and the
mesh setup, the results show that the mesh configuration uses the direct
link between the UAVs and the ground station as far as it is available.
This means that when an UAV gets separated from the ground station
and the direct link is still available but intermittent, the mesh config-
uration will prefer the direct link over the two-hop path, thus causing
lower throughput. This is due to the fact that the mesh configuration,
which is implemented by using IEEE 802.11s, prefers available paths
with fewer hops, no matter the throughput or the link quality. In this
situation, the two-hop with the infrastructure (access point UAV) con-
figuration performs better in terms of throughput. In Table 3, a sum-
mary of the different wireless technologies used in AANETs are pre-
sented.

IEEE 802.15.4 communications: IEEE 802.15.4 is a standard that
defines the lower layers of Wireless Personal Area Networks (WPANs).
Specifically, IEEE 802.15.4 focuses on low rate networks, which are
closely related to WSNs. Some well-known technologies such as ZigBee
[63] use this standard to build WSN applications. Also, XBee [64] is a
commercial implementation similar to ZigBee and also based on IEEE
802.15.4 standard. As an example, in [54] an aerial network uses the
IEEE 802.15.4 standard. Five UAVs are used as sensing devices, thus the
network can be considered an aerial WSN. The UAVs are equipped with
XBee Pro ZigBee class 2.4 GHz radios. Several experiments are carried
out in order to characterize the wireless communications based on IEEE
802.15.4. Among these experiments, the metrics measured are the Re-
ceived Signal Strength Indicator (RSSI), the path information, the
packet loss and the throughput. The main idea behind is to understand
the wireless network built among UAVs in order to control their mo-
bility. This will allow carrying out specific missions, such as taking
measurements of gases concentrations in the air or measuring weather
conditions in a specific area. In order to understand the metrics, the
effect of several parameters on the RSSI is studied, being the most
important ones: i) distance (path loss), and ii) antenna orientation.
Also, a thorough characterization of the packet loss is carried out.

The main issue for the use of IEEE 802.15.4 standard in an AANET is
its low data rate. This communication technology is intended for WSNs
that are normally focused on saving energy consumption. Also, this
technology's transmission range is generally in the order of tens of
meters up to 100 m, which can be considered a limitation for appli-
cations that need the UAVs performing tasks separated by higher dis-
tances. For this reason, the IEEE 802.15.4 technology can be used only
for applications in which the UAVs are separated from each other by
distances below 100 m.

Infrared communications: Infrared wireless communications [65]
were one of the first optical communications used widely. They present
some important advantages: i) they are low cost communication sys-
tems, ii) the infrared spectral band is unregulated worldwide (which
may enable international compatibility), iii) per-link bit rate and ag-
gregate system capacity may be maximized in comparison with radio
frequency technologies. Also, there are several disadvantages such as: i)
the inability to penetrate opaque objects (e.g. walls), ii) the existence of
many sources of thermal noise (such as the sunlight, lighting devices,
etc.), and iii) the need for employing high transmission power. The
Infrared Data Association (IrDA) [66] is an organism that has stan-
dardized several communication systems based on infrared light.

Infrared communications have been widely used for multi-robot
navigation systems. As an example, in [67] a communication based
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navigation algorithm for a ground robotics swarm is presented. An in-
frared range-and-bearing (IrRB) communication system is im-
plemented, for the robot-to-robot communication links. Regarding
aerial robots, infrared communications are normally used for indoor
positioning of UAVs. In [35], a group of 2–5 UAVs performs assembly
and construction tasks in an indoor environment. Each UAV has several

infrared passive markers stuck in different points of its frame. A system
of 20 VICON infrared cameras is used to detect the position and heading
of each UAV. This information is then fed to a central controller which
calculates and controls the trajectories of each UAV. Although the UAVs
are passive in this communication system, the infrared technology
makes possible the indoor navigation of UAVs. Other UAV applications

Table 3
Technologies used in communications for AANETs and AQNETs.

Network Technology Ref. Communication device Computing platform Usage

AANET IEEE 802.11s [62] OM1P from Open-Mesha(universal 802.11b/g
interface)

PC Engines Alix boardsb -
Connect separated ground nodes
multi-hop relaying mesh network

IEEE 802.11b [61] -
2.4 GHz 802.11b card
Fidelity-Comtech bidirectional amplifier

Soekris single board computer -
UAVs and ground nodes in several configurations
oconnecting ground nodes
multi-hop mesh network

IEEE 802.11n [55] Compex WLE300NX 802.11abgn mini-PCIe Intel Atom 1.6 GHz CPU with 1
GB RAM

-
AANET single-hop and two hop performance analysis
with the ground station
oInfrastructure
Mesh

IEEE 802.11ac [55] -
Compex WLE900N5-18 miniPCIe
Doodle Labs ACM–5500–1 802.11ac 5 GHz miniPCIe

IEEE 802.11a [58] Compex WLE300NX 802.11abgn mini-PCIe modules Intel Atom 1.6 GHz CPU with 1
GB RAM

-
Two hop analysis
-
Infrastructure and mesh configurations
Connections with the ground station

IEEE 802.15.4 [54] XBee Pro Zigbee class 2.4 GHz radios (Maxstream) CUPIC avionics board
(Microchip
PIC18F8722 8-bit)

-
Generic monitoring tasks:
oTemperature
oGases
Other

Infrared [35] VICON systemc Intel Atom Processor Z530 Collaborative assembly and construction tasks
AQNET IEEE 802.15.4 [29] -

XBee DigiMesh 2.4
-
Raspberry Pi 2 mod. B

-
Generic monitoring tasks:
oSea-border patrolling
oEnvironmental monitoring

IEEE 802.11g [11] -
TP-Link TL-WN722N high-gain 150Mbps wireless
dongle

-
Raspberry Pi 2 mod. B

-
Environmental monitoring

[74] -
Not specified. Communications equipment
integrated in the following UUVs:
oGaviaDefence (by GaviaDefence)
oIver2 (by OceanServer)
oLAUV SeaCon
oIsurus (REMUS class UUV)

-
Not specified

-
Various tasks:
oMine-warfare
oEnvironmental assessment

RF [77] -
3 different RF modems:
oFGR-115RCFreeWave
oXTend-PKG-UMaxStream
oEH900 Nova Engineering

-
Laptops running Fedora Core 5
Linux

-
Performance analysis of RF modems

SONAR [72] -
Generic SONAR system (simulation)

-
Not specified

-
Networking protocols and standards experimentation

[73] -
Benthos ATM-885 acoustic modem

-
PC-104 system with a 100MHz
ZFx86 CPU
-
Slackware Linux OS

-
Simulation experimentation
-
Generic monitoring tasks:
oPath planning
oArea monitoring

[74] -
Not specified. Communications equipment
integrated in the following UUVs:
oGaviaDefence (by GaviaDefenced)
oIver2 (by OceanServere)
oLAUV SeaCon
oIsurus (REMUS class UUV)

-
Not specified

-
Main tasks:
oMine-warfare
oEnvironmental assessment

a http://www.open-mesh.com/index.php/professional/professional-mini-router-usplugs.html.
b http://www.pcengines.ch/.
c http://www.vicon.com/.
d http://www.teledynegavia.com/product_dashboard/auvs.
e http://www.iver-auv.com/index.html.
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use infrared cameras in order to acquire thermal-infrared imaging of
areas of interest [68,69].

Infrared communications are commonly used as sensing devices
rather than a communication technology for multi-robot systems.
However, indoor scenarios have been highlighted as proper spaces for
using infrared communication technologies [65]. It is also known that
UAV networks have important applications in indoor environments,
such as the one described in [35,70]. Notice that GPS-based systems are
not suitable for indoor scenarios. For this reason, the usage of infrared
communication technologies for indoor UAVs networks is yet a poten-
tial research line to explore.

3.1.2. AQNET communications
Communications for aquatic networks may be divided into two

different groups such as i) USV–USV communications, and ii)
UUV–UUV communications. Communications between the surface and
the underwater environment is also possible, i.e. USVs to UUVs com-
munication links area also usual. These communications can be carried
out by gateway-like nodes [71], such as buoys or vehicles equipped
with transceivers suited for both underwater and air communications.
Other approaches to connect underwater and surface aquatic networks
were already mentioned in Section 2.3.2. In this section, we describe
the communications used in AQNET networks according to the different
technologies used. These technologies are strongly dependent on the
communication medium and thus we will highlight that feature in the
description provided.

It is also important to mention that the majority of AQNETs are
aquatic WSNs. The reason for this is that most of the applications are
related to sensing different variables or processes for different purposes.
AQNET applications are classified into two main groups [29]: i) mon-
itoring, and ii) mission-oriented applications. Examples of monitoring
applications are sea-border patrolling, environmental monitoring (e.g.
temperature, pH, water depth, salinity, etc.) and water movement
tracking, among others. Examples of mission-oriented applications are
marine oil spill clean-up, or search and rescue. As almost all AQNET
applications are considered as WSNs, the amount of data to be trans-
mitted over the network is not very high, i.e. a data rate of 250 kbps
offered by XBee and ZigBee may be enough in most situations [29]. It is
not the case of AANETs, which in some applications need higher data
rates for transmitting high resolution images or video to other UAVs or
to a ground/surface base station. We focus in this section on the com-
munication among aquatic vehicles, commonly called short-range
communications. The main characteristics of these communications are
summarized in Table 3.

Acoustic communications: Underwater communications present some
specific characteristics to consider when designing UUV networks. The
water, as a communication channel, presents different features in
comparison to the air. The most common signals used for underwater
communications are acoustic waves. Underwater acoustic commu-
nications are also known as Sound Navigation and Ranging (SONAR).
Although SONAR is widely used, it is important to highlight that this
communication is affected by large propagation delays and high bit
error rate [39]. Also, SONAR communication cannot be used for
crossing the interface water-air [71].

The Woods Hole Oceanographic Institution (WHOI) has developed
an acoustic micro-modem that can be found in different works such as
[45,46] and [47]. The device has the capability of performing low-rate
frequency-hopping, frequency shift keying (FH-FSK) in five different
bands, and variable rate phase-coherent keying (PSK). Field tests have
shown that a maximum range of 11 kms has been achieved with a data
rate of 208 bps in a 2000 Hz channel bandwidth. On the other hand, a
maximum data rate of 5380 bps has been achieved with a 5000 kHz for
a 4 kms range [48]. One way to improve the underwater acoustic op-
eration is by using multi-hop communications, like the ones described
in [47]. An architecture named CAPTURE (Communications Archi-
tecture that delivers arbitrary science data using Progressive

Transmission, via multiple Underwater Relays and Eavesdropping)
provides end-to-end communications for compressed scientific data and
supports multi-hop communications through underwater acoustic re-
lays.

SONAR communication systems may be: i) passive, and ii) active.
Passive SONAR systems are only capable of receiving acoustic waves.
On the contrary, active SONAR systems are able to send and receive
acoustic waves. Usual frequency ranges for SONAR applications are
from 50Hz up to 20 kHz, which are audible frequencies to the human.
Some SONAR applications may use higher frequencies reaching up to
several MHz [71]. Also, for deep under water communication Ex-
tremely Low Frequency (ELF) waves are used, reaching to frequencies
in the order of tens of Hz. However, powerful SONAR waves in the ELF
band used during long time periods may cause harm to the underwater
life.

In [72], a group of UUVs is used for building an underwater ad hoc
network. The UUVs use acoustic communication devices, i.e. SONAR
for communicating with each other. The aim is to create a simulation
environment for testing real underwater missions, i.e. search and
survey applications. Specifically, the potential application considered is
to perform data collection tasks over an area of interest. This applica-
tion is very similar to the usage of fleets of UUVs for locating the sunken
black boxes of crashed airplanes. A follow-up of [72] is presented in
[73]. Specifically, in [73] several UUVs are tested in real water sce-
narios. The UUVs used are equipped with a FreeWave RF modem, a
Benthos ATM-855 acoustic modem and an Iridium satellite modem. The
acoustic modem is used for the communication among the UUVs when
they are underwater. The RF and satellite modems are used for ex-
changing information between the UUVs and buoys, or other surface or
ground stations, when the UUVs are on the water surface.

In [74], a group of 9 autonomous UUVs of four different types are
deployed on real water conditions. The aim is to develop mission
planning and inter-communication experiments with this set of het-
erogeneous UUVs. The experiments are designed to demonstrate the
feasibility of using a network of UUVs in mine-warfare and rapid en-
vironmental assessment missions. All the UUVs are equipped with
acoustic modems for underwater communications, and also with IEEE
802.11g devices for communicating when they are on the water sur-
face. Some of them also have HSDPA/GSM compliant devices and sa-
tellite transceivers (e.g. Iridium). Several buoys acting as gateways for
communicating the underwater vehicles with surface nodes are also
used. The findings of the experiments show that integrating hetero-
geneous UUVs in mission oriented networks is not a trivial task. The
success of this type of missions highly depends on the development of
inter-operable standards, for communicating different UUVs more ef-
ficiently.

Electromagnetic communications: USVs usually use the same wireless
communication technologies as those used in AANETs. The reason is
that the communication channel is also the air. However, there are
some specific characteristics that may be taken into account in water
surface communications. For example, in AANETs, as UAVs are usually
flying between 50 up to 120 m from the ground, wireless signal re-
flections with the ground may be disregarded. However, in water sur-
face communications, the signal reflection on the water surface cannot
be disregarded so easily.

In [29], a set of USVs are used as a platform for analyzing the
wireless communication capabilities of surface AQNETs. This is part of
the HANCAD project [75], which stands for “Heterogeneous Ad-hoc
Network for the Coordination of Aquatic Drones”. Each USV has short-
range communication devices, but only a few of them have long-range
communication devices. Short-range communications are used for co-
ordination tasks among the USVs. Long-range communications are used
for establishing communication links with ground stations, i.e. acting as
gateways. The scenarios considered for this project are two: i) a set of
buoys with long-range communication capabilities acting as gateways
to the base station, and ii) a set of buoys with short-range
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communication devices and autonomous and mobile vessels with long-
range communication devices. In this second scenario, the objective
consists of gathering information from the buoys and sending it to the
base station. Although for short-range communications Wi-Fi is men-
tioned, this work's preliminary results have been obtained using IEEE
802.15.4, specifically using XBee.

In [11], a complete design of a small USV is provided. Ten units of
this USV are produced in order to create a swarm. The main aim is to
carry out experiments with different swarm controllers. These experi-
ments consist of validating several common features of swarms: i)
homing, ii) dispersion, iii) clustering, and iv) area monitoring. The
testing scenario is a real aquatic scenario, which presents the char-
acteristics of uncontrolled events. Evolutionary algorithms [76] are
used in order to synthetize controllers for the USV based swarm. After
the evolution process of the controllers, the best ones are selected and
tested in real aquatic scenarios. For this purpose, a reliable short-range
communication infrastructure is needed for establishing collaboration
between the USVs. The communication technology selected is the IEEE
802.11g standard.

A similar approach to [11] is described in [53], where a swarm of
USVs is designed and developed as a platform for studying commu-
nications and control strategies. Regarding the communications stra-
tegies, the IEEE 802.11g standard is also used. This work emphasizes
that it is necessary to provide the communications software in this
platform with capabilities for taking into account signal reflections on
the water. In [77], three different RF modems are analyzed for com-
municating several UUVs. The communication is established when the
UUVs have surfaced, thus the communication medium is the air. The
modems work in the 900MHz ISM (Industrial, Scientific and Medical)
frequency band. The tree modems tested are the FGR-115RC of Free-
Wave Technologies, the XTend-PKG-U of MaxStream and the EH900 of
NovaRoam Engineering.

Underwater electromagnetic communication is also possible, al-
though the water medium is not the most appropriate for electro-
magnetic waves to propagate [71]. The advantage of electromagnetic
waves is that these can cross the water–air medium without an inter-
mediate node, e.g. a gateway buoy acting as a relay. For example,
electromagnetic waves in the ELF band are used for establishing com-
munications with submerged submarines. ELF radio waves are able to
propagate under seawater, thus reaching submarines [78]. The problem
of this technology is that the antenna size needed for communicating in
the ELF band is very large. Other frequencies up to the Very High

Frequency (VHF) band can be used, but they present other limitations,
for example the signal attenuation [79] or the risk to reveal the sub-
marine location to enemies [80]. This communication technology has
been used mostly in military applications and usually for commu-
nicating submarines with a surface or ground base station. Thus, this is
not commonly used for communicating submarines with each other.
Also, the antenna limitations aforementioned do not allow using them
in small UUVs. Therefore, for the UUV–UUV communication under-
water links, SONAR technology is normally used. When the UUVs are
on the water surface or the communication is established among USVs,
electromagnetic waves are used.

Next, Table 3 shows a summary of the wireless technologies used in
both AANETs and AQNETs.

3.1.3. Routing in UAAV–UAAV networks
Routing protocols can be organized according to different aspects. A

first category can be defined for broadcasting protocols, which are
those in which every single node in the network must receive a given
packet sent by a source node. Also, when routing protocols aim is to
guarantee that a packet sent by a source node reaches a single desti-
nation node, one of the most common classifications define two main
categories [1] such as proactive protocols and reactive ones. Also, a
third category could be added to this classification, including the geo-
graphical-based protocols [1], which route packets upon geographical
information of neighbor nodes. In order to compare the performance of
routing protocols designed for ad hoc networks, some works on this
topic include static protocols (from fixed-infrastructure networks) as a
reference.

Usually, each research work on UAAV networks uses a different
routing protocol. The protocol used is usually selected due to its
chances to perform properly in the scenario application designed.
Normally, the most common routing protocols used for ad hoc networks
are the ones that appear more frequently in the literature [26,81,82].
However, several efforts are being put on the development of new
routing protocols specifically suited for UAAV networks [53,55,58,73].
A summary of the most common routing protocols used in UAAV net-
works is shown in Table 4.

Regarding routing in AANETs, in [55], a mesh network is built
among UAVs and also a base station located on the ground. For building
the mesh network, the IEEE 802.11s implementation is used. For
routing purposes, the IEEE 802.11s standard uses the Hybrid Wireless
Mesh Protocol (HWMP) [83]. HWMP is a variant of the well-known Ad

Table 4
Routing algorithms used in UAAV networks.

Network Type Routing protocol Technology References

Aerial Broadcasting Flooding IEEE 802.15.4 [54]
Proactive OLSR Pure OLSR IEEE 802.11n [87,85]

P-OLSR IEEE 802.11n [85]
BATMAN IEEE 802.11n [87]
GPSR Pure GPSR IEEE 802.11a [88]

MPGR
Reactive AODV HWMP IEEE 802.11s [55,58]

Pure AODV IEEE 802.11n [87]
RGR IEEE 802.11 [90]

GGF IEEE 802.11 [90]
DSR IEEE 802.11b [61]

Geographic Greedy Geographical Routing IEEE 802.11n [87]
A-GR IEEE 802.11 [92]

Not specified Not specified IEEE 802.11g [62]
Aquatic Surface Static Static RF 900MHz ISM [77]

Broadcasting – IEEE 802.11g [11]
Reactive AODV Pure AODV RF 900MHz ISM [77]

DigiMesh IEEE 802.15.4 [29]
Not specified Not specified IEEE 802.11g [53]

Underwater Reactive DSR SONAR [72]
QUELAR SONAR [93]

Not specified Not specified SONAR [73]
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hoc On-demand Distance Vector routing protocol (AODV) [84]. The
same routing protocol is used in [58]. In both [55] and [58], the au-
thors highlight the need for developing new routing protocols for UAAV
networks that take into account throughput, link quality and other
metrics for selecting the routing path. The reason for this is that IEEE
802.11s mesh implementation favors fewer hops paths without taking
into account the link quality. In [85] two different routing protocols are
tested and compared: Optimized Link State Routing (OLSR) and Pre-
dictive-OLSR (P-OLSR). P-OLSR takes advantage of the UAVs position
information in order to estimate the links quality evolution. In addition,
P-OLSR is presented as a routing protocol exclusively designed for
AANETs.

In [61], the routing protocol used is Dynamic Source Routing (DSR)
[86] among all the network nodes, which are both aerial and ground
nodes. In [61], DSR is used together with IEEE 802.11b standard. The
work described in [62] does not use any specific routing protocol. In-
stead of that, this work is intended for becoming a platform for testing
different routing protocols in UAV networks. This work uses the IEEE
802.11s standard. In [54], an aerial network consisting of 5 UAVs uses
the IEEE 802.15.4 standard. The UAVs, which are equipped with XBee
Pro ZigBee class 2.4 GHz radios, have the default routing protocol for
ZigBee disabled. A flooding-like protocol is used instead in order to
perform several experiments over the wireless links. In [87], different
routing protocols are tested in an experiment with two UAVs and a
ground base station. The routing protocols studied are AODV, OLSR,
and Better Approach To Mobile Ad hoc Networking (BATMAN) [95].
The BATMAN protocol outperforms AODV and OLSR in terms of
throughput. However, OLSR is very close to the throughput reached by
BATMAN. It is important to highlight that BATMAN produces much
more routing overhead than the others. BATMAN is also compared with
an implementation of the greedy geographical routing scheme. The
results showed that the geo-routing solution implemented in [87] is
better than BATMAN most of the times.

In [88], the authors proposed Mobility Prediction based Geographic
Routing (MPGR). This is a routing algorithm for UAV-to-UAV commu-
nications based on the traditional GPSR (Greedy Perimeter Stateless
Routing) routing protocol for multi-hop networks [89]. The basic idea
of MPGR is to predict the next movements of UAVs so as to forward
incoming data packets to the predicted positions. Therefore, it is a
routing protocol based on the locations of nodes (coordinates), and
consequently, the UAVs should be equipped with a GPS system. The
authors compare the proposed MPGR algorithm with GPSR and ADOV
routing protocols, showing better results than the two traditional multi-
hop routing protocols.

In [90], the AODV routing protocols is enhanced by including
geographical information on the request packets during the route for-
mation. The Reactive-Greedy-Reactive (RGR) algorithm is aimed at
speeding up the recovery procedure after a breakage of a pre-estab-
lished route between two UAVs. The idea is to have a table of neighbor
nodes including their coordinates. When a route is detected as not
available, the source node selects a node close to the destination posi-
tion in order to re-establish the broken route as soon as possible. This
technique is taken from the Greedy Geographical Forwarding algorithm
[91]. The authors compare the proposed RGR algorithm with AODV
and GGF approaches, showing better results in terms of delay in com-
munications.

A geographical routing protocol for AANETs is presented in [92],
where the authors present A-GR. This routing protocol is based on a
novel broadcasting approach, namely ADS-B, which includes topology
local information in order to construct neighbor tables. The authors
compare this protocol against GPSR routing protocol, showing better
results in terms of packet delivery and end-to-end delay metrics.

Regarding routing in AQNETs, in [29], a set of USVs is used to
create an aquatic WSN. The standard IEEE 802.15.4 is used, with its
commercial implementation XBee. This work uses the DigiMesh pro-
tocol, which is based on the AODV protocol. In [53], a swarm consisting

of 10 USVs is built and both communication and control strategies are
analyzed. The IEEE 802.11g standard is used as short-range commu-
nication technology. Although this work mentions the possibility of
using dynamic topology routing protocols that are designed for
MANETs, it states that one of the aims of this work is to develop new
routing protocols. There are not any results provided on these newly
developed routing protocols mentioned. Therefore, this is expected to
be addressed in future works. The same happens with [73], in which
new routing protocols for UUV fleets are mentioned to be under de-
velopment.

In [11], a similar swarm of USVs to the one described in [53] is
provided. This swarm also uses IEEE 802.11g as short-range commu-
nication technology. The networking solution selected is a broadcast-
like protocol in which each USV broadcasts its information to its
neighbors every second. In [77] three different RF modems are tested
for a surfaced network of UUVs. Two of these modems allow multi-hop
routing. The FreeWave modem works with static multi-hop routing,
thus it is not able to respond to topology changes in the network. On the
contrary, the NovaRoam modem is able to work with dynamic multi-
hop routing schemes. The routing protocol used is AODV. Furthermore,
DSR is proposed as the routing mechanism appropriated for UUVs ad-
hoc networks in [72]. In [72], SONAR technologies are used for es-
tablishing communications between the UUVs of the fleet.

QUELAR routing algorithm is presented in [93]. This routing algo-
rithm is based on the machine learning technique known as Q-learning.
The objective is to maximize the lifetime of the network. It is done by
distributing the forwarding decision among nodes considering the re-
sidual energy of nodes.

In [94], the authors test the opportunistic or delay tolerant ap-
proach in a combined scenario that consists of both aerial and aquatic
nodes. In such mobile and heterogeneous scenario, the authors de-
monstrate that the communications among nodes can be notably im-
proved by incorporating the opportunistic networking concept.

When comparing aerial and aquatic networks in terms of routing
protocols, it should be taken into account that the routing functionality
belongs to the network layer of the communication protocol stack. It
was highlighted in Section 1 that except for the physical and MAC
layers, aerial and aquatic networks can be considered very similar.
Thus, there is not a specific type of routing protocols that performs
better for AANETs and worse for AQNETs, and vice versa. Also, the
performance of a routing protocol depends on the specific metrics
measured, and the ones that the UAAV network must guarantee. For
example, some proactive protocols like BATMAN have outperformed
reactive ones in terms of throughput, as it has been demonstrated in
[87]. However, BATMAN produces much more routing overhead than
other proactive and reactive protocols. Thus, if an UAAV network in a
specific application needs to offer high throughput and is able to deal
with high routing overhead, then BATMAN protocol would be a good
routing solution. On the contrary, if the application scenario conditions
change over time, then other routing approaches would be better than
BATMAN. It is important to remark that geographic-based routing
protocols have outperformed other ones such as BATMAN [87]. How-
ever, this type of routing has not been widely explored in these net-
works yet.

3.2. UAAV-ground command base station communications

Researchers have used different technologies for the communica-
tions between UAAV networks and command centers or base stations.
We would like to highlight that when we refer to a control or command
base station the kind of commands that may appear in these applica-
tions are high-level, as we focus on networks consisting of unmanned
vehicles. Other uses of command base stations are to monitor de net-
work remotely. Table 5 presents a summary of the technologies found
in the literature. The first thing to notice is that in several im-
plementations they do not use only one technology but multiple ones.
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This is for cases when one system is not available due to failures. Then,
there is still the possibility to use an alternative one for the connection
with the UAAV network. There are implementations using cellular
communications, satellite, WiMAX (IEEE 802.16) and even proprietary
wireless technologies (Ubiquity Airmax). However, IEEE 802.11 is
clearly the first choice when designing this type of networks due to its
massive use in commercial wireless devices. IEEE 802.11 offers high
bandwidth in the order of Mbps, and a range of tens of meters up to
1 km in some of its versions (e.g. IEEE 802.11ah). Nevertheless, this
technology would only support star or multi-star topologies. Other
technologies would be required to implement the ideal case of hier-
archical or flat mesh networks [1]. Another disadvantage of the IEEE
802.11 is the energy consumption because it has not been thought to be
used in energy constrained scenarios as is the case of UAAV networks.
An alternative for this is the IEEE 802.15.4 standard. Even though it has
a smaller bandwidth of tens of kbps, it has been developed to be used in
energy constrained mesh networks like WSNs. In [96], the authors
implement a combination of IEEE 802.15.4 and IEEE 802.11, where
IEEE 802.11 is the technology between the command center and the
USVs, and the IEEE 802.15.4 standard is used for exchanging in-
formation among the USVs.

In the case of aquatic environments, the command center also
communicates with the UAAV network through the IEEE 802.11 stan-
dard combined with satellite communications. However, in the case of
rivers the satellite communications might be replaced by cellular
communications for reducing costs and because of its availability in the
surroundings of the river. Regarding the usage of IEEE 802.11 in
aquatic environments, in [97] the authors observe that communications
in the band of 5 GHz (IEEE 802.11a) have been demonstrated to be
more reliable.

4. Evaluation tools

This section is focused on the main aspects that should be con-
sidered to evaluate the designs of UAAV networks, which are: i) mo-
bility models, ii) simulators, and iii) real testbeds. Simulation has been
the most used tool to evaluate wireless multi-hop ad hoc networks. This
is because developing a simulation tool usually requires lower cost and
shorter time than building prototypes for real testing. However, it has
been demonstrated that the simulation parameters used in simulation
studies strongly affect the performance of wireless networks [102],
leading to poor performance in reality if bad simulation parameters
were used. Because of this, validating the simulation results in real
experimentation scenarios and with real prototypes have also received
the attention of the scientific community working in multi-hop ad hoc
networks, such as is demonstrated in [103–106].

4.1. Mobility models

Mobility models usually consist of a set of rules that represent the
movement behavior of nodes. These rules define how an autonomous
vehicle's location, velocity and acceleration change over time. Also,

mobility models generate trace logs of the vehicles when these are
moving, in order to use them afterwards in simulations. It is desirable
for mobility models to emulate the desired movement pattern of tar-
geted real life applications in a reasonable way. The mobility behavior
of nodes in an ad hoc network plays an important role in the commu-
nication protocols performance [107–110], and from this comes the
importance of developing mobility models that properly enable the
communication between ad hoc networks nodes. Focusing on the un-
manned vehicles case, the movement patterns depend on the type of
application.

Mobility models can be classified into two main categories: i)
Controlled mobility [111], in which the vehicle mobility is controlled
either by a human operator using a remote control or an autonomous
control system; and ii) random, in which nodes move randomly
throughout the scenario. In this paper we focus on autonomous vehicles
and thus we do not consider the case of a human operator controlling
the vehicles mobility. There are numerous approaches in order to
control the mobility of groups of autonomous vehicles. Most of them
have been adapted from ground multi-robot mobility strategies [112].
The controlled mobility category can be subdivided into two sub-
categories: i) deliberative and ii) reactive. In deliberative strategies,
which are also known as motion planning or path planning approaches
[113,114], specific motion paths are calculated for each vehicle.
Usually there is a central controller that calculates the paths for all
robots. The controller needs to know the scenario characteristics in
advance. Dynamic environments with changing features present pro-
blems for this approach. In order to solve this, adaptive planning is
used, which recalculates the robots paths when specific sensors detect
changes in the scenario.

Within the deliberative or path-defined category, mobility models
can also be organized into different groups [115], among these, the
most common are: i) cell decomposition, ii) roadmap based mobility
models, and iii) artificial potential methods. Cell decomposition based
mobility models [116] divide the free space into simple cells and re-
present it by the adjacency graph of the cells. Roadmap based mobility
models [117] build a network of collision free paths based on the space
features (the nodes may move along these paths). Finally, artificial
potential methods [118–120] represent each point of the space with a
specific value (e.g. an electric charge). In this approach, obstacles are
usually represented by points that repel the mobile vehicle, and the
target destination is represented by an attracting point (e.g. thinking of
an electric example, the mobile vehicle and obstacles would have po-
sitive electric charge; the destination would have negative electric
charge). The fundamentals aspects of path-defined mobility models
categories are presented in Table 6. Also, some heuristic approaches can
be used for calculating the mobility of autonomous vehicles as a de-
liberative approach. For example, recent approaches genetic algorithms
for finding free-collision paths based on grid models [121]. The genetic
algorithm based method finds the optimum trajectory minimizing the
deviation with respect to the initial trajectory.

Reactive strategies, also known as behavior-based algorithms [113],
do not calculate the vehicle paths in advance. On the contrary, a set of
interactions with the environment define the vehicles’ behavior. Nor-
mally, there is not a central unit controlling the robots movements so
they work on a distributed fashion. For that, local interactions between
vehicles and the environment create a global behavior that is able to
accomplish complex tasks. Examples of reactive mobility are: i) spring
mobility model, and ii) swarm strategies, among others. Spring model
mobility [122] is based on the dynamics of a mechanical spring. In this
case, each pair of UAVs is connected with a virtual spring and UAVs are
able to detect other UAV positions. If two UAVs are very close to each
other, a repulsion force will make them to separate from each other. On
the contrary, if an UAV is located at a long distance from its closest
neighbor, an attraction force will make them to move closer to each
other. The spring model is normally used in applications where an
AANET is required to cover a specific area such as in [4]. In swarm

Table 5
Technologies used in communication links established between an UAAV vehicle and a
ground base station.

Technology Reference

VHF, UHF 915MHz (UHF) [98]
IEEE 802.11 (Wi-Fi) IEEE 802.11a [97]

IEEE 802.11b [99,49]
Other versions or not specified [100,96,52,53,45,51,46]

IEEE 802.16 (WiMAX) [53]
GPRS, 3 G, LTE [100,40,96]
Satellite [40,46,22,52]
Airmax [50,101]
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strategies [123] the autonomous vehicles mimic interaction rules which
are common in animal communities e.g. ants, birds, fishes. These
strategies have shown efficient performance when applied to groups of
autonomous vehicles. Some common techniques used are the Particle
Swarm Optimization (PSO) algorithm [124], multi-objective evolu-
tionary algorithms [125], and the Ant Colony Optimization (ACO)
[126], among others. Recent approaches try to merge deliberative and
reactive approaches into hybrid mobility strategies [113].

Within the random mobility models category, nodes move randomly
throughout the scenario area. These mobility models are also referred
as uncontrolled mobility models in the literature [111]. These mobility
models have been developed and used often in MANETs, but they have
been also adapted for UAV networks [127]. For example, in the random
walk [128] mobility model, a mobile agent randomly chooses heading
and speed values, and travels according to them for a random duration.
Then, the procedure is repeated iteratively by choosing a new set of
values for heading and speed. Speed and direction values are chosen
from predefined ranges, [Vmin, Vmax] and [0,2π] respectively. If a node
reaches a simulation area boundary, it bounces on the border. The
Random Waypoint mobility model (RWP) [128] assumes that a mobile

agent travels to a destination, which has been selected randomly from
within a region, and moves towards the destination also with a ran-
domly selected speed. The random waypoint mobility model has been
reported to be unsuitable for simulating ad hoc networks. The reason is
that, in this model, nodes tend to concentrate in middle of simulation
area [129]. In the Random Direction model [128], a mobile agent
randomly chooses a direction and a speed value, moves to the
boundary, pauses for a while and then randomly chooses other values
for the direction and speed parameters for its next movement. In [130],
a specific model for flying vehicles, called the Semi-Random Circular
Movement, is developed. In this mobility model the vehicles are flying
around the center of a 2D area, i.e. describing curves, in order to gather
information from a specific location. Also, another UAV-specific mo-
bility model is described in [131] in which the vehicle is changing
among five predefined simple trajectories according to specific prob-
ability values assigned to each trajectory. Although random approaches
have been used to model the mobility of UAAV nodes in some appli-
cations [130–132], they can only represent very simple behaviors,
which are far from emulating any real application scenario. The fun-
damentals aspects of the random mobility models are presented in
Table 7.

Also, from the point of view of a group of nodes, mobility models
can be classified depending on the interaction among nodes. There are
two main categories according to this aspect: i) group mobility models,
in which nodes move following a specific node acting as the team
leader; and ii) entity mobility models, where the movements of each
node are not directly dependent on other nodes. In order to clarify the
entity mobility, in this type of models different nodes can collaborate
with each other in order to achieve a common goal, e.g. sweeping an
area of interest; however, this collaboration does not implies that all the
nodes follows the movements of a leading node. There are many ex-
amples of both types of mobility models in [133].

Table 6
Path-defined mobility models.

Category Model description

Cell
decomposition

The scenario space is divided into cells ci forming a grid.
Where:
ci: (o, d)

⎧
⎨⎩

o c
if the cell is occupied by an obstacle

if the cell is empty
( )

1,
0,i

d(ci): distance of a cell to the target position
The available paths can be represented by a tree, in which
each node is a cell with an assigned distance d towards the
target position.

Roadmap-based The scenario space is represented by a graph =G (V, E)
Where:
V: space locations that the vehicle may occupy while
moving
E: edges that allow the vehicle to move from one vertex to
another
The way a vehicle traverse the graph when moving from
one vertex to another depends on the edges costs. Different
algorithms can be used to evaluate different routes costs.
The graph G can be built from robot sensor data.

Artificial potential
field

Two fields are defined, one representing the attractive
forces and another one for the repulsive forces. Specifically,
these fields can be defined as follows [120]:
Attractive field:

′ = ⎧
⎨⎩

′ ′ ≠
′ =

∀ ∈ϕ p
p if p

if p
x y A( )

, 0
0, 0

( , )

Where:
′ = −p p pt

p: vector from the origin to the UAV position
pt:vector from the origin to the target point
A: scenario area
The gradient of the attractive field is the attractive field
force
Repulsive field:

= ⎧
⎨⎩

≤
>

∀ ∈
−

φ p
e if p d

if p d
x y A( *)

ɛ , *

0, *
( , )i

lpi i

i

*
0

0

Where:
The subscript i refers to the ith obstacle
ɛ, l: alterable coefficients

= −p p p* ͠i i
p :͠ i vector from the origin to the ith obstacle point which is
nearest to the UAV
p: vector from the origin to the UAV position
do: security distance to objects
A: scenario area
The gradient of the repulsive field is the repulsive field
force.

Table 7
Random mobility models.

Category Model description

Random walk When, in the ith iteration, the time period is over, each
node randomly selects:
⎯ →⎯⎯vi : node speed for next period
φi: direction angle for next period
ti: next period duration
This selection procedure is repeated for each iteration

Random waypoint When, in the ith iteration, a node reaches the
destination position, it randomly selects:
⎯ →⎯⎯vi : node speed for the next trajectory
(x, y)i: 2D coordinates of the new destination position
This selection procedure is repeated for each iteration

Random direction When, in the ith iteration, a node reaches a boundary
point, it randomly selects:
pi: pause time before starting the next trajectory
⎯ →⎯⎯vi :node speed for the next trajectory
φi: direction angle for next trajectory
This selection procedure is repeated for each iteration

Semi-random circular
movement

There are two iteration levels:
1. Radius level (outer loop iteration):
When, in the ith iteration, a node finishes one round of
a circle, it randomly selects:
Ri: next circle radius
This selection procedure is repeated for each radius
level iteration
2. Destination level (within the radius level, i.e. inner
loop iteration):
When, in the jth iteration with radius Ri, a node reaches
a specific destination position within the circle of
radius Ri, it randomly selects:
⎯ →⎯⎯vj : node speed for the next trajectory
φj: traveling angle for next trajectory
This selection procedure is repeated for each
destination level iteration
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Apart from the concept and definition of mobility models, the re-
search community has also developed software tools for generating the
mobility traces of nodes. These tools are called mobility generators and
can be used for creating scenarios in which the aerial or aquatic nodes,
i.e. the nodes of the network, move according to some of the afore-
mentioned mobility models. This is very useful for testing how com-
munications protocols perform in simulation environments when nodes
have different mobility behaviors. One of the most known mobility
generators is BonnMotion [134], which allows users to integrate mo-
bility models with popular network simulators.

4.2. Simulators

The research and development of simulators for wireless networks
and unmanned vehicles is becoming a more mature activity nowadays.
This activity has also attracted the attention of the industry, in which
some companies has been focused on developing realistic network si-
mulators for evaluating their network designs before putting them into
practice, saving both costs and risks. Many works have been done in
this area, being the main motivations [135]: i) the role of simulators in
the adoption of new technologies, ii) their potential for low cost
training, and iii) their utility in research. All the simulators found in the
literature can be categorized as either commercial or open source si-
mulators [136].

4.2.1. Aerial vehicle simulators
Regarding aerial vehicle simulators, they can be classified into two

main categories: i) simulators that model a single UAV, and ii) simu-
lators that model the behavior of several UAVs. The main difference
between them is that in the second one the movements of each UAV
depend on the rest of the UAVs, as the UAVs usually work co-
operatively.

In [137], an open source simulator called FlightGear is proposed.
FlightGear was developed for simulating real-time 3D UAV models.
Features such as weather conditions, flight modes and geographic
conditions are integrated and emulated in FlightGear. This simulator is
very important for understanding the dynamic models of flying vehicles
and also for testing the flight control laws. Also, other open source UAV
simulators are presented in [138] and [139].

Regarding multi-UAV applications, several simulators have been
developed in order to test UAVs physical movements, the commu-
nications architecture and also new application areas [140–142]. One
of the first simulators for testing multi-UAV communications was Real
Time multi-UAV simulator (RMUS) [140], which emulates direct
communication links between UAVs according to IEEE 802.11 stan-
dards. Another option for simulating multi-UAV networks is the X-plane
flight simulator, which can be used together with Matlab [141]. The
role of Matlab in the simulator is to implement different multi-UAV
control algorithms which are then simulated in the flight simulator.
Matlab is also used as a framework for developing a UAV simulator in
[143]. In [142], the authors present a simulation environment specially
oriented to distributed coordination algorithms testing for UAVs. Fi-
nally, in [144] a simulator specifically oriented to quadrotor-like UAVs
is described.

4.2.2. Aquatic vehicle simulators
Testing aquatic vehicles, in terms of developing mobility models or

movement laws under real conditions, is not an easy task because many
resources are required. For instance, a lake would be needed for con-
ducting the experiments and, these spaces can be available for testing
only for short time periods and using them usually requires government
authorizations in advance. In order to solve these disadvantages, sev-
eral aquatic vehicle simulators have been developed in the last few
years [145,146]. However, most of them have been developed within a
research project and are oriented to a specific purpose, which means
that it is difficult to easily adapt them for other applications.

With regard to open source simulators, the Subsim framework is
proposed in [147]. The Subsim is a simulator that allows testing aquatic
vehicle designs, the control algorithms to be implemented in the ve-
hicles and also the sensors integration. Another open source simulator is
Neptune [148], which emulates the underwater environment condi-
tions and the aquatic vehicle movements based on three different as-
pects: i) the UUV model, ii) the world model, and iii) the environment
model. The UWSim simulator is presented in [145] and provides fea-
tures for testing underwater control, vision and manipulation aspects.
UWSim simulator also includes an easy configurable user interface that
allows the users to include specific underwater vehicles and manip-
ulators.

Other type of open source aquatic simulators model the surface
water conditions with more detail, such as [149,150]. Within this type,
we can find the WaveSim simulator [150]. WaveSim models aquatic
obstacles as basic geometric figures, and therefore surface and under-
water vehicles are represented as boxes and cylinders, respectively.
Another simulator called Kelpie [149] is based on WaveSim and Gazebo
[151], but also including improvements such as wind conditions and
the effect of the wind in the waves.

Regarding commercial aquatic vehicle simulators, we can highlight
Deepworks [152]. This simulator includes full hydrodynamic models,
multiple configurable views, full SONAR simulation and pilot training
metrics.

4.2.3. Multi-hop network simulators
Most of the simulators mentioned in the previous section are fo-

cused on modeling the movements and control laws of aerial and
aquatic vehicles. However, they do not take into account the commu-
nication aspects among vehicles. In fact, to the knowledge of the au-
thors, there are not specific simulators combining communication and
mobility models aspects for UAAV networks. Because of this, when
there is the need of simulating both communication and mobility as-
pects, communication simulators and mobility simulators are used to-
gether, but as two different entities integrated with tailored software
developments.

Regarding specific network simulators, there are many of them that
allow users to emulate different standard communications, propagation
models, energy models, routing protocols, and other aspects. A good
example are the network simulator 2 (ns-2) [153] and its evolution ns-3
[154], which are the most popular network simulators in the research
community. On the one hand, ns-2 is an open source discrete event
simulator widely used for education and research purposes. The main
advantage of ns-2 is the amount of models that have been developed for
it. For instance, there are many MAC protocols, routing protocols, and
propagation models already integrated in the simulator. Basically, ns-2
provides two outputs: i) a graphic simulation that allows the users to
visualize the deployed networks, and ii) a trace file which includes the
list of events occurred during the simulation time. This trace file con-
tains detailed information on the events, and thus, the analysis of such
log file is the basic mechanism to evaluate the performance of a net-
worked communication system. On the other hand, ns-3 is also an open
source discrete event simulator, which was started in 2006. Although it
may be seen as an extension of ns-2, is considered as a new simulator,
and in fact, the ns-2 model cannot be used in ns-3. One of the main
differences between these simulators is that ns-3 is entirely written in
C++, with optional python bindings. Some advantages of using ns-3
with respect to ns-2 are: its capability for handling multiple interfaces
of nodes correctly, the usage of IP addressing, a more detailed align-
ment with Internet protocols, and more detailed IEEE 802.11 models,
among others.

Another widely used network simulator is OMNET++ [155]. There
are several interesting frameworks based on OMNET++ for wireless
networks and ad hoc networks such as MiXim and Castalia. They are
focused on the lower layers of communication systems, i.e. the physical
and MAC layers. For higher layers, the INET framework provides
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implementations for IPv4, IPv6, TCP, SCTP, and UDP protocols and
several application models. Also, the Global Mobile Information System
Simulator (GloMoSim) is presented in [156]. GloMoSim was developed
by UCLA Computing Laboratory in order to support studies of large-
scale network models (with millions of nodes), using parallel and/or
distributed execution on a diverse set of parallel computers (with both
distributed and shared memory).

4.3. Experimental testbeds

Most of the existing research in the area of UAAV networks has been
conducted using simulations. However, there are some aspects that are
not taken into account when simulating complex systems like AANETs.
Generally, the results obtained by simulations present differences with
the behavior of the systems tested in real scenarios. Therefore, for ob-
taining most exhaustive results, it is necessary to build real testbeds
using real hardware components.

4.3.1. Testbeds for aerial vehicles
In this subsection, we review the latest UAV testbeds. Testbeds for

UAV networks can be classified into two categories such as: i) indoor,
and ii) outdoor testbeds. In indoor testbeds it is possible to create more
controlled environments for initial tests (e.g. without atmospheric
phenomena such as rain or wind) and the space needed to build them is
more reduced. Also, an important aspect to consider in indoor testbeds
is that it is not possible to receive GPS signals for obtaining the vehicles
positions; therefore, other methods must be used, such as infrared lo-
calization [35]. In outdoor testbeds the GPS signal is normally available
and the flying space is generally an open area.

In [157], a testbed for UAVs is presented. The aim of this testbed is
to allow conducting indoor experiments for evaluating different au-
topilot flight control mechanisms. In [158], a testbed to study the be-
havior of multiple UAVs in long duration operations is developed. This
testbed is able to manage up to ten aerial vehicles simultaneously for
different multi-vehicle missions. Another indoor testbed is presented in
[103], which is oriented to experimental evaluation of multi-robot
aerial control algorithms in large rooms. This testbed also addresses the
problem of scalability, presenting a solution for controlling multi-UAV
systems that is easily scalable.

Regarding outdoor UAV testbeds, in [106], a physical multi-UAV
system to test network features is proposed. Some of the features that
can be tested are the data link, the formation flight control system, and
movement strategies, among others. Also, swarm strategies are pro-
posed for controlling multi-UAV networks in [159], which describes a
testbed that receives the name of Sensing Unmanned Autonomous Ve-
hicles (SUAVE). The main application for which SUAVE was conceived
is search and rescue operations, however, this system can be adapted to

other types of scenarios. Another outdoor testbed is presented in [85],
which consists of two small fixed-wing UAVs and a ground base station.
The testbed structure defines two possible roles for the UAVs: one UAV
is the source of packets to be transmitted; the second one is a relaying
node which is in between of the source UAV and the ground node, being
the ground base station the destination node. The main aim of this
testbed is to test routing protocols performance for AANETs.

Finally and regarding outdoor testbeds, it is important to highlight
that nowadays governments have imposed some restrictions for flying
aerial vehicles in the form of regulations, such as in the case of Spain
[160]. There restrictions refer to the places where these vehicles can fly,
the pilot skills and the corresponding flying licenses, among other as-
pects. For instance, no aerial vehicles are allowed to fly near to airports
or restricted flying areas. Also, those flights carried out in places where
there are many people that can be at risk (in case of a vehicle failure)
are not permitted without previous permission of the competent au-
thority. Regarding the UAV pilots, it is necessary for them to obtain an
appropriate flying license and also civil liability insurance.

4.3.2. Testbeds for aquatic vehicles
In comparison with aerial vehicles, the number of testbeds for

aquatic vehicles is much lower. However, it is also very important to
evaluate the behavior of the vehicles in terms of communication and
collaborative movements before implementing real aquatic missions. In
general, aquatic vehicles are tested in artificial spaces, for example in
water tanks, or in natural spaces such as lakes or even the sea. Also, the
testbeds for aquatic networks can be classified in two main categories:
i) surface testbeds, and ii) underwater testbeds.

Regarding underwater environments, in [104], a testbed to mimic
acoustic communication is proposed, which also allows verifying co-
ordination and cooperation control strategies between aquatic vehicles.
Also in this line, in [105], a testbed for testing the performance of
underwater vehicles formation and their steering algorithms is pro-
posed. Some testbeds such as the one described in [161] have been
developed to test micro aquatic vehicles, in terms of coordination and
control algorithms. Also, in [73] a testbed of UUVs is used with the aim
of testing new communication protocols for underwater communica-
tions.

In [11], ten USV units are used as a test bed for carrying out ex-
periments with different swarm controllers. The testing scenario is a
real aquatic scenario, which presents the characteristics of uncontrolled
events. In [53], a swarm of USVs is designed and developed as a plat-
form for studying communications and control strategies.

As a summary of the available evaluation tools, Table 8 summarizes
the main simulation tools and testbeds available to evaluate the per-
formance of UAAV networks.

Table 8
Evaluation tools for UAAV networks.

Validation tool Category Reference

Mobility models Entity and group mobility Path defined Cell decomposition [116,121]
Roadmap based mobility models [117,124,125]
Artificial potential methods [119,120]

Random [128,130,131]
Simulators Mobility models [134]

Vehicles Aerial [135,137,140,140,140,141,143,143,145]
Aquatic [145–149,151,152]

Network NS-2 [153]
NS-3 [154]
OMNET++ [155]
GloMoSim [156]

Testbeds Aerial Indoor [157,158,103]
Outdoor [106,159,85]

Aquatic Surface [11,53]
Underwater [73,104,105,161]
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5. Applications and scenarios

This section classifies the different works found in the literature for
UAAV networks according to the target application. We divided the
reviewed works into 5 categories, namely disaster scenarios, military,
environmental monitoring, logistic and others. In the disaster category,
we include the works that use UAAV networks for disaster relief op-
erations such as communication among first responders and mesh
networks providing Internet access. In the military field falls all the
research works that use UAAV networks for military purposes such as
surveillance and monitoring application in battlefields. Environmental
monitoring applications include those applications in which the UAAV
networks sense environmental variables such as temperature, CO2, etc.
The logistics category contains the applications where UAAV networks,
especially UAV based networks, are used to deliver parcels. Finally, the
other applications category subsection includes all the works that
cannot be included in any of the aforementioned categories. These
other applications are nowadays emerging applications of UAAV net-
works and only have few research works devoted to them.

5.1. Disaster scenarios

Disaster scenarios are one of the main application scenarios of
multi-hop ad hoc networks due to their appealing decentralized fea-
tures [162]. UAVs equipped with wireless transceivers can provide in
situ communication services to ground nodes such as victims and/or
first responders. Moreover, UAVs can be used for search and tracking
tasks. Similarly, USVs can perform these same tasks in aquatic en-
vironments.

In [4], an AANET plays the role of a support communication net-
work for victims and first responders in a disaster scenario. The UAVs
deployment and movements are self-organized. Several nature inspired
optimization algorithms are used in order to maximize the number of
ground nodes (victims and first responders) under coverage, i.e. the
serviced nodes. UAVs share between each other the identity of the
ground nodes serviced by each one, which is considered a set. A metric
that measures the dissimilarity between two sets can be used to eval-
uate the victims shared between different UAVs, i.e. those victims that
are under the coverage area of several UAVs. The selected metric is the
Jaccard distance, which may take values within the range [0, 1]. The
target Jaccard is calculated by different optimization algorithms such as
hill climbing and simulated annealing. For each iteration, the algo-
rithms return the value that maximizes the number of serviced ground
nodes. By doing this, the AANET adapts the UAV positions according to
the ground nodes movements. The algorithms also penalize the solu-
tions that disconnect the UAVs from the network, thus a connected
network is guaranteed.

In [163], a set of fixed-wings UAVs aims to connect several first
responders working in a disaster scenario. An important constraint
considered for these UAVs is that they do not have a GPS sensor. Thus,
they have to calculate their relative positions with respect to other
UAVs only using their own inertial and heading sensors. The main aim
of [163] is to design the controllers of the UAVs forming an AANET
which connects the first responders efficiently. A secondary objective is
to design these controllers in a way that can be easily adapted and
reused for other missions, i.e. to have controllers that perform well in
scenarios with different requirements. Thus, the UAVs use neural con-
trollers which are evolved by using genetic algorithms. After that, the
resulting controller from the genetic algorithm is reverse-engineered in
order to understand and capture its behavior. Later in the process, this
behavior is used to define simple swarming rules, which will be the
actual control rules implemented in the UAVs. This approach makes
possible to extend these controllers to a broader type of applications
and scenarios. A similar work is presented in [123], whose aim is also to
connect two first responders with UAVs lacking from GPS sensors. The
main difference between these two works is that, in [123], the Ant

Colony Optimization (ACO) [164] algorithm is used in order to explore
the scenario, find the first responder and connect him to the base sta-
tion.

In [62], a multi-hop UAVs network is used to connect two separated
ground nodes. The ground nodes are located far from each other and
they cannot communicate directly with each other. Thus, UAVs act as
relaying nodes between the ground nodes. In the initial stage of this
application, the UAVs only know the location of one of the ground
nodes. Because of this, they initially perform a search strategy in order
to locate the second ground node. After finding the position of the
second ground node, an algorithm is run for calculating the best UAVs
locations in order to maximize the RSSI. Although the scenario appli-
cation is not specifically stated, the behavior of the UAVs in which they
search for a ground node and establish a connection bridge with an-
other one resembles to the communication links that need to be es-
tablished between first responders in disaster scenarios.

In [12], a swarm of micro UAVs is used in order to detect and track a
plume of toxic gases. The UAVs mobility is defined by following two
aims: i) globally, the swarm needs to reach the greatest coverage in
order to detect the plume, and ii) from a local point of view, each pair of
UAVs need to maintain a proper distance in order to keep the com-
munication links quality. The UAVs are equipped with specific sensors
for detecting toxic gases. The information gathered by the UAVs is
transmitted to a ground station, called Mission Control Center (MCC),
in which further processing and decisions about the emergency opera-
tions are taken. From a communication perspective, the UAVs are
equipped with IEEE 802.11a/h devices for the interface UAV-UAV and
use a hybrid routing protocol. They carry also UMTS/HSPA, LTE (Long
Term Evolution) or WiMAX communication devices for the interface
UAV-MCC. A similar approach is used in [165] in which a group of
UAVs also detects and track a chemical plume by using simple
swarming rules.

The aim of [72] is to build an underwater ad hoc network for de-
veloping and testing routing protocols performance. The UUVs con-
sidered are equipped with acoustic transceivers, i.e. SONAR commu-
nication devices. The achievements of [72] are the development of a
simulation and visualization tool. The simulator is used to test the
routing solutions under study. After the simulator, the objective is to
build a physical UUV testbed and validate the routing protocols studied
in the simulations in real aquatic scenarios. The real scenarios tests
considered are related to search and survey applications. As an ex-
ample, in [72] the usage of this UUVs network in a sunken airplane
black box search and recovery mission is mentioned as one of the po-
tential applications.

In [166], the authors present the ICARUS EU-FP7 project whose
objective is the development of a set of integrated components to assist
search and rescue operations in dealing with finding human survivors
in disaster situations. These components consist of assistive unmanned
air, ground and sea vehicles, equipped with victim detection sensors.
Under this project, the authors present in [97] the design of the SWIFT
(Small Waterjet and Intelligent Flexible Transporter) USV, a small and
low cost vehicle, that besides performing general purpose mission of
collecting data and survey, it is intended to operate in supporting rescue
missions of humans on water.

A recent survey about the application of UAV-networks as WSNs can
be found in [18], where the authors present the main application areas
for the application of both WSNs and multi-UAV networks.

5.2. Military

In [61], a network made of ground and aerial nodes is analyzed
from the communications point of view. This type of network is called
Ad Hoc UAV-Ground network (AUGNet). The vehicles used are UAVs of
small size. AUGNets are considered as a very powerful communication
tools to be used in military scenarios, due to their flexibility, small size
and reduced costs. For this reason, this work presents UAVs and ground
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nodes prototypes built from off-the-shelf commercial communication
devices. Particularly, IEEE 802.11b communication devices and the
DSR routing protocol are used. Two scenarios were used in order to test
the AUGNet: i) a set of UAVs connecting two disconnected parts of a
ground nodes network, and ii) UAVs extending the communication
capabilities of a ground base station to longer ranges by building a
multi-hop bridge. The results show that it is possible to build a low-cost
and working AUGNet from commercially available communication
devices. The results also showed that the performance of the AUGNets
highly depends on the specific conditions of each scenario.

Surveillance tasks may be required in military scenarios where a
specific area has to be monitored. Usually, surveillance using tradi-
tional methods, e.g. piloted terrestrial or aerial vehicles is costly if the
area to monitor is large. Also, in the case of risks in the area to monitor,
traditional vehicles can be put in danger. UAV networks are a good
alternative in terms of costs and risks. In [13], a group of UAVs per-
forms surveillance missions, and an algorithm is proposed for the co-
ordination of the UAVs which monitors the area of interest collabora-
tively. Each UAV has a specific sub-area assigned so each one only scans
its own sub-area. In the boundaries shared with other areas, UAVs ex-
change information with other UAVs monitoring the neighbor sub-area.
The results have been obtained through simulation studies in Matlab.
The UAV model used for the simulations is a quadcopter with simplified
communication capabilities. This means that it is considered that two
UAVs can communicate with each other if they are separated by a
distance smaller than 2 m. Taking into account the simplicity of the
communication model between UAVs, if this strategy is taken to a test
bed with real UAVs, several wireless technologies may be used such as
IEEE 802.11 or IEEE 802.15.4.

In [74], a group of heterogeneous UUVs is used for multi-UUV op-
eration experiments. The experiments aim to better understand the
advantages and limitations of using these vehicles in future operations.
The main application considered are military-like missions, specifically,
mine-warfare. Also, rapid environmental assessment missions are con-
sidered. All these UUVs are equipped with acoustic modems for un-
derwater communications. Also, they have IEEE 802.11g devices and
other communication technologies for communicating with surface
vehicles, satellites or other nodes. The experiments show that the usage
of groups of UUVs from different vendors is a reality nowadays. How-
ever, for missions that require the operation of different types of UUVs
the inter-operability is of paramount importance. For this purpose, the
development of inter-operable standards is required in order to enable
the seamless operation of UUV networks.

5.3. Environmental monitoring

Environmental monitoring has been the aim of many applications of
UAAV networks, both in aerial and aquatic environments [54,99].
Moreover, we can say that this is one of the first applications considered
when developing aquatic networks. Either in aerial or aquatic en-
vironments, the environmental monitoring applications require the
unmanned vehicles to be equipped with specific sensors which are able
to measure environmental variables. From the study of these variables
the contamination of the air or the water can be inferred and also its
impact on living beings.

In [99], the authors propose the use of a USV together with a group
of buoys to study aquatic microorganisms in a lake. This will lead to a
better understanding of problems like the algae blooming. While mobile
boat provides high resolution spatial sampling with low temporal re-
solutions, the stationary buoys provide low-resolution sampling with
high temporal resolution. The stationary buoys are programmed to
form an ad-hoc network for multi-hop communications and deliver the
information to a remote control center. Two types of sensors are used,
fluorometers and thermistors, which are connected to the controller
boards of the buoys and the boat through Analog to Digital Converters
(ADC). The fluorimeter estimates the concentration of chlorophyll,

which is an indicative of the density of photosynthetic microorganisms
in the water and the thermistor measures its temperature. In [98], the
authors propose a USV based on a catamaran also for the study of the
quality of water in a Lake. The catamaran includes an arm that sub-
merges down to 20 m in the water. The arm holds a multi-parameter
probe that measures temperature, chlorophyll, turbidity, dissolved
oxygen, and incident radiation. The multi probe is connected to the
boat CPU through a serial port (RS-2232). As in the previous work, here
the catamaran is also integrated to a 50 static nodes wireless sensor
network .The WSN allows non-light-of-sight two way communications
with remote operators. In [100], the authors propose the use of a fleet
of low cost USV in order to cover a greater application area and re-
ducing the operation time. A fleet of USVs is used to measure the
temperature of the Lake Taal (Philippines), the conductivity of a canal
in Brooklyn (US), and the conductivity and temperature in Allegheny
River in Pittsburgh (USA). In a more recent work [96], the authors
present a novel multiple robotic boat system configured to measure the
spatio-temporal release of methane to atmosphere across inland wa-
terways. The USV network enables scientists to remotely evaluate the
performance of sampling modeling algorithms for real-world process
quantification over extended periods of time. Tests are carried out in
two inland waters with a pair of USVs, and a static floating sensor node
on the water body.

Another interesting approach is the use of robotic teams for en-
vironmental monitoring, as presented in [17]. They argue that auton-
omous robotic marsupial systems are especially adequate for this type
of task. They present an overview of technologies used for environ-
mental monitoring of water bodies such as sensor networks, airborne
monitoring and water monitoring. Then they suggest the advantages of
combining the robustness and energy capacity of aquatic surface ve-
hicles with the versatility of aerial vehicles for far-field inspection. They
test this concept in the RIVERWATCH experiment, where they com-
bined the ROAZ USV with a multi-rotor UAV.

In [54], a set of fixed-wing micro aerial vehicles (MAVs) are de-
signed and built for creating an aerial network. Despite this AANET is
not designed for a specific application, the idea is to equip the UAVs
with different sensors for measuring different substances over the air.
The IEEE 802.15.4 standard is used for the communication among
UAVs. This standard is designed for low-rate data transference, thus
making this network to be considered as an aerial WSN. Examples of
possible applications of this network could be to detect and track a
plume of toxic gases, to take measurements of gases concentrations, or
to measure weather-related parameters in specific areas.

In [11], a swarm of USVs is used in an environment monitoring
application. The USVs are equipped with IEEE 802.11g standard com-
munication devices for short-range communications, i.e. for coordina-
tion tasks among each other. Several experiments are carried out in
order to validate simple swarm behaviors: i) homing, when USVs move
towards a point of interest in the environment; ii) dispersion, in which
each USV keeps a predefined distance from its closest neighbor; iii)
clustering, when USVs aggregate in sub-groups; and iv) area mon-
itoring, in which the USVs explore the entirety of an area of interest.
Then, evolutionary algorithms are used to synthetize the controllers
that best perform in each of these behaviors. After that, more complex
behaviors are tested in a real monitoring mission. Ten USVs were given
the task of measuring the water temperature of a given area of interest.
The USVs all start in a location out of the area of interest. Initially, they
travel in formation towards the center of the area, and then they dis-
perse and start taking water temperature samples. After a specific time,
the USVs aggregate again and travel back to their starting point.

5.4. Logistics

Using UAVs for delivering goods in parcels may be very convenient
for places with bad transport infrastructure (e.g. no highways or roads)
and hardly accessible. Rural areas, surrounded by forests are usual
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examples of these places. Also, post-disaster scenario areas where
transport infrastructure has been destroyed are difficult to access.
Moreover, highly populated urban areas might suffer from congested
roads and this can delay the delivery of important goods. Certain types
of goods are delay-sensitive and it is important to deliver them as soon
as possible, e.g. medication or medical resources.

In [14], a network of UAVs is used for delivering goods from depots
to customers. Each UAV can carry only one parcel at a time. Customer's
request, also called jobs, are not known in advance and are modeled as
a spatio-temporal stochastic process. Two main approaches for job se-
lection policies are proposed and analyzed in this work: i) the first job
first (FJ) and ii) nearest job first (NJ). In the FJ policy, there is a cen-
tralized control that maintains the information about all the jobs that
are yet to be served. The first UAV to finish a delivery is assigned to the
job that was first requested and has not been assigned to an UAV yet. In
NJ policy, the UAVs follow a distributed strategy and select the jobs
that are the nearest with respect to their position. Different variations of
these approaches are analyzed against the number of UAVs used. For
instance, the minimum number of UAVs that make the system unstable
(e.g. the delivery time increases uncontrolled). Also, an analysis of
these approaches associated to the expenditure required for im-
plementing the system has been studied. There is not information about
the wireless communications that could be used in a real test of the
system. However, several technologies of those mentioned in previous
sections could be valid for this purpose.

Other well-known companies have been working on using UAV
networks for delivering parcels to customers. An example is the retailer
company Amazon, which has publicly stated that the future of the
company is linked to the fact of UAVs delivering the parcels auto-
matically [167]. Other mail and logistic services companies are also
considering UAVs as a way to reduce costs and deliver items more ef-
ficiently in difficult access areas. This is the case of the Spanish com-
pany MRW [168].

5.5. Other applications

This subsection includes other application areas where UAAV net-
works can be found, for example construction and agriculture. These
scenarios are emerging UAAV networks applications because there are
not many research works on these topics yet. However, it is expected
that the number of applications in which UAAV networks can be used
will increase considerably in future years.

A collaborative assembly and construction application carried out
by a group of UAVs is presented in [35]. This work focuses on planning
trajectories for every UAV in the system in a way that avoids collisions
and achieves the assembly objective. The collision detection algorithm
is based on axis-aligned minimum bounding box. This method re-
presents the UAVs and also the construction materials carried by virtual
boxes. If the boxes touch to each other there is a risk of collision and
then the UAVs must calculate new trajectories. New trajectories can
mean a change of speed or heading, among other parameters. The
Particle Swarm Optimization (PSO) algorithm is used in order to find
new sub-optimal trajectories meeting the requirements imposed by the
construction mission. This system is validated in an indoor environment
with 2–5 Hummingbird UAVs from Ascending Technologies.1 These
UAVs are equipped with XBee links working at 2.4 GHz. They also may
be equipped with Wi-Fi technologies (probably IEEE 802.11b/g/n/s,
although it is not specified). However, for the validation tests the UAVs
connect to each other using a central controller. The onboard computer
is based on an Intel Atom Processor Z530. Each UAV carries passive
markers in several points of its frame. A system with 20 VICON infrared
cameras is able to detect these markers and to infer the position and
heading of each UAV with an accuracy of the order of centimeters.

Thus, although the UAVs do not connect to each other as an ad hoc
network, they form a network through the VICON infrared system and
the central controller. In relation with the previous application in which
UAVs build structures, in [169], a cooperative team of UAVs is used for
the inspection of infrastructures. Specifically, the team is composed by
fixed-wing UAVs, multi-rotor UAVs and a ground station for gathering
the acquired data. The application has been designed for power line
inspection, although the same idea could be extended to maintenance
and inspection tasks of other infrastructure.

In [114] and [15], UAV platforms are used in agriculture applica-
tions. In [114], the usage of UAVs for precision agriculture applications
is studied. Precision agriculture is the application of technology for two
main purposes: i) to increase the productivity or quality of agriculture
fields, and ii) to monitor the effect of the agriculture techniques on the
soil, the water, and the surrounding environment. Precision agriculture
has been used previously by using satellite imagery and manned aerial
vehicles. However the costs of these techniques are high and usually the
precision is not enough. With the development of small-sized UAVs, a
new alternative has appeared: the usage of UAVs as a tool for precision
agriculture. Although there are many advantages, there are several
aspects that must be addressed in order to develop UAVs as useful tools
for farmers. Some of these aspects are the UAVs platform standardiza-
tion as an agriculture tool, image geo-referencing and mosaicking, final
user usability (e.g. farmers) and information workflow and visualiza-
tion. Also, other aspects as agriculture-specific sensors weight, UAV
processing capabilities, battery endurance and communications (for
UAV-base and UAV–UAV links) are very important for creating a proper
design of UAVs as a useful agriculture tool.

In [15], a hyperspectral sensor system is developed. This sensor is
designed to be mounted on UAVs. This system has been tested for
monitoring rice fields. It has been demonstrated that the system is able
to estimate chlorophyll densities even under adverse illumination
conditions. Although the system proposed is described for only one
UAV, this application can be scaled up to a multi-UAV system for large
crop areas. For example, in the case of a large field in which the crops
have to be scanned at a limited UAV speed (constrained by the quality
of the sensor measurements that have to be taken from air), the usage of
a unique UAV may force it to return to the base several times in order to
recharge the batteries. By using a group of UAVs this activity can be
performed faster and with the quality required.

6. Lessons learned and open challenges

This section presents the main lessons learned and open challenges
derived from this survey. In the lessons learned section, a frequency
analysis is performed over the references reviewed for this paper ac-
cording to the different topics they are focusing in. The main aim of the
lessons learned section is to show quantitatively in which areas there
have been more research works, and thus which one has received more
attention from the research community so far. Several qualitative as-
pects complete the analysis in order to complete the lessons learned
section. In the open challenges section, the main issues that UAAV
networks will face in the future are described from a qualitative point of
view.

6.1. Lessons learned

We divide this subsection into two parts. First, we present a bib-
liometric study of the references used in this survey. Second, we present
the main open challenges related to UAAV networks that deserve more
attention.

6.1.1. Bibliometric study
To graphically illustrate the main lessons learned in this survey,

more than 100 references to journals and conferences papers have been
selected and several bibliometric-based analyses have been performed1 http://www.asctec.de/en/uav-uas-drones-rpas-roav/asctec-hummingbird
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over them. First, each reference has been categorized attending to two
different criteria. The first one, called Tag 1, has been used for classi-
fying the papers attending to their focus on different aspects, such as
wireless communications, mobility models, and simulators. These as-
pects haven analyzed in Sections 2 and 3. It is worth mentioning that
throughout the literature reviewed for this survey, many works have
been found which do not belong to any of the specific categories con-
sidered, and thus, the category other has been created for classifying
those papers. The second criterion, called Tag 2, considers the final
application targeted by each paper according to the categories de-
scribed in Section 4. These categories are specifically: disaster sce-
narios, military, environmental monitoring and logistics. The category
other applications includes those research works belonging to less fre-
quent applications of UAAV networks, such as agriculture, construction,
infrastructure monitoring, among others. Finally, in Tag 2, there is
another category called no specific application, this category covers all
the research works in which there is not a clear application defined. For
example, this is the case when a research work focuses on studying a
specific aspect of a UAAV network, e.g. the throughput, but in a generic
scenario. The figures below (Figs. 4 and5) illustrate the distribution of
the research works according to the two previously defined tags.

In Figs. 4 and5, the y-axis represents the different categories in
which the references reviewed were classified. The x-axis represents the
frequency with which these categories are treated in the literature, i.e.
the number for research works that fall in each category. In Fig. 4, the
obtained results show that most of the papers focus on the UAAV–UAAV
communication links. This makes sense as the main interest of the
UAAV networks research relates to the communication among the
nodes forming the network, i.e. the aerial and aquatic vehicles. The
second category, in terms of frequency over the literature, is about the
links among UAAV and ground devices. These communication links are
very important for UAAV networks because in most of the cases they
serve for monitoring the network performance and the mission devel-
opment. The categories other and software simulator are in the third and
fourth position, respectively. Both categories have the same number of
research works. It is worth to highlight that the category Other has an
important number of works and this may be due to the fact that many
references could not be clearly classified in the main categories used in
this survey. Finally, only few works are focused on topics such as mo-
bility models.

In Fig. 5, the distribution of references according to the target ap-
plication categories shows that most of the papers are not focused on a
specific application, and thus the majority belongs to the category no
specific application. These works normally deal with several issues re-
garding wireless communications of UAAV networks, but without
having in mind any particular scenario. The category disaster is the
second one including a bigger number of research works. This result is

due to the fact that disaster scenarios are the main target application
scenario for multi-UAV systems. Under the harsh conditions presented
in disaster scenarios, UAVs are expected to perform relevant tasks for
supporting rescue operations such as searching for victims, tracking
first responders, and providing communication coverage, among
others. In the third position, the category other applications includes a
myriad of applications, however, very few works has been found for
each of these applications. Some examples of these applications of
UAAV networks are agriculture and construction, among others. The
military and environmental monitoring scenarios are also two common
applications considered in the literature. Regarding military applica-
tions, it is known that they always have some privacy restrictions which
limit the public distribution of results, so the number of developments
that belong to this category it is very difficult to confirm. Also, it is
important to highlight that environmental monitoring applications are
one of the main target scenarios for unmanned aquatic vehicles. Mon-
itoring rivers, lakes and seas using USVs and UUVs is a promising ap-
plication. Also, there are several multi-UAV applications that fall in the
category of environmental monitoring. Finally, logistic applications are
still in an early stage of development.

6.1.2. Detected findings
Now on we add some qualitative aspects that are also considered

lessons learned. Referring to wireless communication aspects, different
wireless communication technologies can be used for UAAV–UAAV
communication links. Each of these technologies perform well in cer-
tain situations (those for which they were designed) and do not work
properly in other situations. One of the most representative examples
arises from comparing IEEE 802.11 and IEEE 802.15.4. The former
technology is able to transmit at higher data rates but demands more
energy, the latter is low-consumption by design but transmits at rates of
the order of kbps. Also, some IEEE 802.11 versions like 802.11ah have
even longer communication ranges than IEEE 802.15.4, which fit better
for applications in which the vehicles are separated from each other by
longer distances. This presents one of the main ideas to highlight: there
is not a single wireless communication technology that can be marked
as “the best one”. The same happens for both types of networks, aerial
and aquatic.

Regarding long range communications, other wireless technologies
such as satellite and mobile communications (e.g. LTE) have been also
used for UAV to ground communications, however, the IEEE 802.11
standards are also the preferred ones for these links with ground nodes.
This is due to the fact that mobile communication technologies need of
a fixed infrastructure (e.g. antennas, base stations, eNodeBs, etc.) that
may be not available in disaster or military scenarios, thus using IEEE
802.11 standards following the ad hoc paradigm is a more feasible
solution. Also, satellite communications may be available for disasterFig. 4. Distribution of references according to Tag1.

Fig. 5. Distribution of references according to Tag2.
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and military scenarios; however, there are more restrictions for acces-
sing to satellite communications than accessing for IEEE 802.11. These
restrictions come mainly from the fact that there are many require-
ments needed for working with satellite communications (e.g. permis-
sions, charges for use, among others) in contrast to the easiness of
working with IEEE 802.11 communication systems, which have nu-
merous off-the-shelf products available in the market at lower prices.

When referring to IEEE 802.15.4, this technology is mainly for ap-
plications in which the UAAVs navigate close to ground nodes with
which they need to exchange information. Thus, the short distance
between UAAVs and ground nodes allows using this technology which
requires less energy consumption. However, if the application needs to
transfer high data rates, the IEEE 802.15.4 standard could not be ap-
propriate as its data rates only reach up to the order of hundreds of
kbps. In the case of aquatic networks, SONAR technology is the most
suitable for underwater communications, and for surface communica-
tions, the IEEE 802.11 standards are the most used for short and
medium range communications.

With regard to the usage of different unmanned vehicles from dif-
ferent vendors (either aerial or aquatic), we have noticed that the in-
teroperability between them is sometimes a limiting factor. This has
been mentioned in the literature, as for example in [74] for aquatic
missions and in [114] for aerial missions. It is not strange to find ap-
plications that need vehicles with different capabilities, i.e. a hetero-
geneous set of vehicles in which each one (or each sub-group) has a
different role which is equally important for the successful accom-
plishment of the mission objectives. Often, to work with vehicles with
different features implies acquiring some from a vendor and others
from a different one. To the knowledge of the authors, there is none or
few efforts put in solving interoperability issues.

Referring to routing protocols, there is a set of protocols that can be
used for setting up a UAAV network. However, and as it has been stated
before, many of these protocols come from other network paradigms
such as MANETs. It is obvious that there are important differences
between generic MANETs and specific AANETs [3] and AQNETs. Also,
it is important to study the already available routing algorithms for
UAAV networks in application specific situations. For example, it is not
the same to have an AANET in which the UAVs acts as access points (i.e.
hovering in specific positions as if they were fixed access points), than
another situation in which UAVs are flying all over the scenario area in
an exploration mission. For these two situations most of the existing
routing protocols will probably perform well in one of the two situa-
tions, while doing it badly in the other one. Thus, there is not a single
routing protocol that can be pointed as the best one among the others. It
is important to highlight that hybrid routing approaches have been
developed, for example, mixing the advantages of reactive and proac-
tive routing protocols. Also, developing some intelligent strategies that
allows the network to reconfigure its routing protocol and adapting it to
the application requirements is a very interesting research direction.
This is an approach worth to consider when developing new routing
solutions for UAAV networks.

Regarding aquatic networks, there are still few implementations of
swarms of vehicles. Most efforts have been put in developing robust
surface or underwater vehicles. In general, the scenarios observed in
this survey are mainly between one USV and a command center, or
among a few UUVs or USVs and a command center. However some
works like [51,53] and [96] are working towards even lower cost
prototypes in order to deploy a larger swarm of vehicles. This directly
relates to the scalability issue, which few works have treated properly
[53,103]. The fact that most of the works, both aerial and aquatic,
concentrate on developing solutions for a low number of vehicles pose
the question whether these solutions will be applicable to more nu-
merous UAAV networks or on the contrary they will not be scalable.

By comparing aerial and aquatic networks, we have detected that
there is a higher number and more strict requirements for UAV–UAV
wireless communications than for aquatic vehicles. This may be due to

the fact that the majority of aquatic applications are devoted to en-
vironment monitoring, which have less demanding wireless commu-
nication requirements. On the contrary, as we have seen on the litera-
ture reviewed, aerial applications are usually oriented to disaster or
military scenarios, which implies developing the mission tasks in the
minimum amount of time and thus the UAAV network needs to provide
accurate communication services in short time slots. Because of the
aforementioned aspects, the wireless communication requirements are
more challenging in aerial applications.

6.2. Open challenges

Apart from the specific communication technology used, there are
several challenges that must be addressed in order to guarantee reli-
able, robust and application-efficient communications between un-
manned vehicles, no matter the technology selected [170].

Control communication links need to be more robust and reliable,
which means that more demanding requirements in terms of latency
and security must be achieved. This requirement is important for
UAAV–UAAV links as well as for UAAV-ground links. The main problem
related to this challenge is the vehicles’ mobility. If one of the nodes of
the network is moving rapidly, serious Doppler frequencies may appear
thus deteriorating the communications performance [171]. Also, it is
widely known that the air is a widely used communication channel.
This clearly makes interferences an aspect that should be taken into
account in most of the research devoted to AANETs, however, we have
find very few works that have this aspect into consideration. Inter-
ference cancellation strategies must be carefully considered in UAA-
V–UAAV links in order to reduce the interference effects. This is not a
trivial aspect as UAAV networks usually use frequency bands which are
license free. Interference cancellation among the different wireless
technologies implemented in the vehicles should be also considered.
This may be even more problematic in critical applications such
emergency response.

Regarding the communication between drones in the underwater
environment, there is plenty of room for improvement because acoustic
communications have not been developed greatly so far. A few ideas for
improvement are: the migration from single carrier transmission to
multi-carrier modulation in the form of orthogonal frequency division
multiplexing (OFDM); and the possibility of using multi-input multi-
output (MIMO) techniques for rate and performance improvement [21].
Other aspects to be considered as well are the traffic congestion control,
due to the delay; efficient multi-hop acoustic routing, because con-
sidering flooding and proactive routing is not possible; distributed lo-
calization and time synchronization, because of the lack of GPS signal;
and efficient multiple access, because contention-based mechanisms are
not suitable [21]. In the aquatic surface environment, there is a need for
defining an adequate communication protocol for USV–USV commu-
nication, where the IEEE 802.15.4 arises as an interesting candidate to
be thoroughly evaluated. DTN is a candidate communication paradigm
that should be explored in field when prototype vehicles are available
for deployment. There are studies for the use of DTNs in maritime en-
vironments that can be adapted to the case of USV networks. With re-
gard to underwater networks, there is a lack of propagation models for
these environments.

There is a real need for developing new mobility models for UAAV
networks. Clearly, it is not appropriate to evaluate applications where
the network nodes tend to move together using simple mobility models
like the famous random waypoint mobility model. Multi-vehicle co-
ordination must be addressed effectively in order to guarantee the
network connectivity under a dynamic topology. Topology control
strategies have been developed mainly for MANETs [172]. Also, several
works have addressed this issue for AANETs [12] and AQNETs [32].
Nevertheless, more control strategies can be developed in order to
strengthen the solutions available for addressing this challenge. For
example, in [11] several basic mobility tasks for multi-vehicle
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operations are designed and tested, which are: i) homing, ii) dispersion,
iii) clustering, and iv) area monitoring. Obviously, real applications
need more complex mobility algorithms than basic ones. However, al-
ready developed and tested basic mobility models which take care of
topology control and the effect on communication protocols, among
other aspects, could be used to create a database-like compilation of
basic mobility components. This compilation would make easier to
build more complex mobility algorithms from basic ones, and also it
would require less time of development. Also, this approach could en-
able to reuse algorithms and software solutions for different types of
applications. This approach of basic components reuse [173] is widely
used in other research areas such as computer science and also in the
software development industry, and it would be interesting to put re-
search efforts in this direction in order to see whether it also favors the
development of UAAV networks solutions or not.

In autonomous mobile vehicles, energy-efficient operation must be
developed in order to guarantee persistent service delivery and suc-
cessful task accomplishment. In aerial and aquatic vehicles, the most
energy demanding aspect comes from the motor operation. However,
the energy demands varies considerably depending on the type of ve-
hicle, for example, a multi copter would drain a battery faster than a
fixed-wing aerial vehicle of the same size and weight, due to the nature
of the vehicle dynamics (a fixed-wing aerial vehicle takes advantage of
aerodynamics for flying, while a multi copter has to push air down in
order to maintain its altitude). Also, the environment conditions are
very important both in aerial and aquatic scenarios, because atmo-
spheric phenomena (such as rain, tides, water or air currents, among
others), could increase importantly the vehicles energy consumption.
Also, some applications of UAAV networks are characterized by long
operation missions, thus the vehicles forming the network should be on
operation for hours. Replenishment strategies have been considered as
a solution for dealing with energy consumption aspects in some works
[25]. Different mechanisms can be used in order to schedule charging
time slots for each vehicle. This is one of the biggest challenges for
AANETs and more specifically for those using rotary-wing UAVs as
these are the most energy-consuming vehicles. Less energy-demanding
than the mobility of the vehicles are the communications, however they
should be taken into account as they also requires energy from the same
batteries than power the vehicles motors. Low consumption commu-
nication links and cross-layer energy efficient wireless technologies are
one approach to address this issue. Usually, this is addressed by max-
imizing the relation between the amounts of information bits success-
fully delivered per energy unit. Clearly, the wireless technology used
and its range also affects to the energy consumption aspects, for ex-
ample, IEEE 802.15.4 is a low-consumption standard per design which
works at lower data rates than IEEE 802.11. Also, some versions of the
IEEE 802.11, like 802.11ah, have higher transmission ranges than IEEE
802.15.4. Because of this, the wireless technology, the application re-
quirements and the type of vehicle used should be selected coherently
when designing a UAAV network from an energy consumption per-
spective. The viability of the success of UAAV networks as a tool for
many real applications closely depends on the developments on energy
related aspects.

Having already addressed and described the technology used for
UAAV–UAAV links and also some of the main challenges that are faced
by them, it is important to highlight that the wireless technology per-
formance is highly dependent on the application and there is not a
preferred one. We envision that, in the future, each node in a UAAV
network will be equipped with different communication technologies.
As aforementioned, each of these communication technologies will
perform better than the others in a specific application scenario. Then,
the software that controls the communication tasks of each node will be
able to monitor the communication channel and the scenario conditions
in order to select the most appropriate technology for each situation.
This process should be done in a distributed manner in which each pair
of nodes in the network agrees on using the most appropriate

communication technology for them. This is similar to the concept of
heterogeneous wireless networks (HWN) [174] and self-organizing
networks (SON) [175] that have been under study for several years
now. These concepts are focusing on common infrastructure networks
such as the mobile communication framework. However, this same idea
could be used in UAAV networks by thinking of intelligent aerial and
aquatic vehicles that are able to select autonomously the specific
wireless technology that is more appropriate for communicating with
each other in a specific situation. Or also, future UAAV networks will be
able to change to a less energy-demanding or less interference-sensible
wireless communication technology if it is needed. These situations
may seem far goals today, and there is a lot of work to do for reaching
them, however if we have today more intelligent networks in other
communication fields, we believe that in the future this would be a
reality for UAAV networks.

Regarding simulation-related aspects, several works such as [13]
and [4] carry out simulations with UAVs considering a very simple
communication model between UAVs. This could be improved by using
a more complete model. The integration of these UAV-movements si-
mulators with network simulators could be a step forward for providing
more reality to the simulated applications. Furthermore, many simu-
lators have been proposed for UAAV networks, especially for UAVs. In
these simulators, it is common to emulate movement and control laws
[137,140,148,149]. However, they do not consider the communication
between vehicles in terms of being able to emulate new routing pro-
tocols, energy models and propagation models, which are common
parameters in network simulators [153,154]. Therefore, it could be
interesting to integrate the proposed simulators for UAAVs and well-
known network simulators.

It has already been pointed out in the Section 6.1, that several works
found interoperability issues when developing UAAV networks appli-
cations with vehicle types from different vendors [114,74]. In the fu-
ture, UAAV networks would become part of our lives and it is now the
time to start working on interoperability and standardization aspects. It
is obvious that, from the standardization point of view, the collabora-
tion from the research community, the industry and regulatory orga-
nizations (e.g. governments) would be beneficial for an efficient de-
velopment of the technology. Also, focusing in the regulatory aspects,
governments have issued the first regulations concerning UAVs usage
for civilian applications recently [160].

7. Conclusions

The use of UAAV networks for a plethora of common applications
will make possible a near future, in which our skies and high water
areas will be full of unmanned vehicles providing communication ser-
vices. To accomplish this objective, many technological challenges re-
lated to the wireless communication among UAAVs need to be solved.
This survey has presented together the main features of AANETs and
AQNETs, from an ad hoc wireless communication point of view. The
aim of presenting together both types of networks is to raise awareness
on solutions and approaches that can be valid for both AANETs and
AQNETs. We have reviewed the main types of wireless communications
in UAAV networks and the wireless technologies that can be used. We
have also reviewed the main evaluation tools available nowadays to
assess UAAV networks. In addition, we include the results of several
bibliometric-based analyses performed over the literature reviewed as
part of the main lessons learned. Finally, the main open challenges
about the design and evaluation of UAAV networks have been in-
dicated. We hope that this survey will be useful as a starting point for
many researchers, practitioners and professionals interested in working
on the UAAV networks design.
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