
Physica A 482 (2017) 422–432

Contents lists available at ScienceDirect

Physica A

journal homepage: www.elsevier.com/locate/physa

A novel time series link prediction method: Learning
automata approach
Behnaz Moradabadi, Mohammad Reza Meybodi ∗
Department of Computer Engineering, Amirkabir University of Technology, Tehran, Iran

h i g h l i g h t s

• This paper proposes a new time series link prediction for social networks.
• The proposed method is based on learning automata.
• The proposed method uses time series information of the social network and different similarity metrics to predict future links.

a r t i c l e i n f o

Article history:
Received 18 August 2016
Received in revised form 1 March 2017
Available online 28 April 2017

Keywords:
Social network
Link prediction
Time series
Learning automata

a b s t r a c t

Link prediction is a main social network challenge that uses the network structure to
predict future links. The common link prediction approaches to predict hidden links use a
static graph representation where a snapshot of the network is analyzed to find hidden or
future links. For example, similaritymetric based link predictions are a common traditional
approach that calculates the similaritymetric for eachnon-connected link and sort the links
based on their similarity metrics and label the links with higher similarity scores as the
future links. Because people activities in social networks are dynamic and uncertainty, and
the structure of the networks changes over time, using deterministic graphs for modeling
and analysis of the social networkmaynot be appropriate. In the time-series link prediction
problem, the time series link occurrences are used to predict the future links In this paper,
we propose a new time series link prediction based on learning automata. In the proposed
algorithm for each link that must be predicted there is one learning automaton and each
learning automaton tries to predict the existence or non-existence of the corresponding
link. To predict the link occurrence in time T , there is a chain consists of stages 1 through
T − 1 and the learning automaton passes from these stages to learn the existence or non-
existence of the corresponding link. Our preliminary link prediction experiments with co-
authorship and email networks have provided satisfactory results when time series link
occurrences are considered.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

The predicting linkage between data objects is an interesting task in the datamining research area. For examples predict-
ing web hyperlink creation, genetic prediction, protein–protein interactions, and the record linkage problem. In link predic-
tion problem the data are representedwith a network/graph representation. These data can be visualized as graphs, where a
vertex corresponds to a person and a link represents some form of association between the corresponding persons [1,2]. The
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concept of a link in a social network usually is a common interest of the corresponding social network. All link prediction
methods address the following question: ‘‘Given a pair of nodes u and v in the current social network, how likely it is that
u will interact with v in the future?’’ [1]. Link prediction can be applied in very areas. For example, in the Internet and web
science applications, it can be used to find automatic web hyperlink creation [3] and website hyperlink prediction [4]. In
e-commerce, link prediction can be used to produce recommender systems [5,6]. It also has various applications in other
scientific disciplines: in the bibliography, for deduplication [7], record linkage [8]; in Bioinformatics, for protein–protein
interaction (PPI) prediction [9], and in security, applications to identify hidden groups of terrorists and criminals [2].

Most of the previous link prediction methods have been proposed based on a static network representation, where a
snapshot of the network structure is available and the goal is to predict the future links. In such a static network, each link
occurrence is represented by a one-time event and all interest is only the existence of the link. For example, one may be
interested to know whether a customer will purchase a product in the future or whether an author will ever collaborate
with another author in the future. But in many applications, the social networks are really online, non-deterministic and
unpredictable, and the structure of the network and its parameters change over time; so using deterministic social network
models with fixed values for links are restrictive in solving real social network problems. In other words, link prediction
methods based on the static graph representation fail when the social network has online and non-deterministic behavior.
In these applications, much richer information could be extracted from the time series information of the link occurrences,
such as the periodic patterns and temporal trends of the communication intensities. One of the solutions to overcome this
problem is link prediction using time series information. This problem is known as the time series link prediction that is the
problem of ‘‘Given link data between x and y for times 1 through T , howmuch is the likelihood of link occurrence between x
and y at time T +1?’’ [10]. In this paper, we propose a Learning Automata based Time Series Link Prediction, called LA-TSLP,
to predict the link occurrences using time series information. In the proposed method each test link is modeled as a time
series and predicted using an optimization tool called Learning Automaton.

Learning automaton (LA) is an adaptive decision-making unit that tries to learn the optimal action from a set of allowable
actions by interacting with a random environment [11]. In each step, it selects an action from its action-set. The action
selection in the LA is based on a probability distribution over the action set. The selected action is applied to the environment
and then a reinforcement signal is produced by the environment. The LA updates the probability distribution of its actions
according to both reinforcement signal and a learning algorithm and selects an action again. These steps are repeated until
some termination criteria are reached.

In this paper, we propose a new time series link prediction method that uses a set of LAs to predict future links. This
method takes advantage of using a team of LAs to predict future links using time series information. It uses one LA for each
test link and each LA determines either the corresponding link should be appeared or not in time T by using previous link
occurrences in the network. In the proposed method, to predict a link occurrence in time T , the corresponding LA passes
from stage 1 through stage T − 1 and in each stage, the action probability distribution of the LA is updated according to
the reinforcement signal that is generated from the environment of the stage t . The environment of the stage t is the set
of predictions for time t + 1 that is calculated based on different similarity metrics using the adjacent matrix of time t .
Because of the nature of LA, it tries to learn the optimal behavior and so the existence or non-existence of the corresponding
link. The main reason for using LA in this paper is that the LA can operate and adapts to unknown environments. So, we
can use multi similarity metrics as well as time information to predict future links. These steps are repeated until some
termination criteria are reached. The experimental results show that the LA-TSLP is superior to some static link prediction
methods such as Common Neighborhood (CN), Jacaard Index, Preferential attachment (PA) and Adamic–Adar Index (AA) in
term of accuracy and performance.

The rest of the paper is organized as follows. Section 2 reviews the relevant literature on time-series link prediction
problem. The learning automata are described in Section 3. Section 4 introduces the proposed time series link prediction
method based on learning automata. Section 5 presents the experimental study on predicting co-authorship and email data
sets. Finally, Section 6 summarizes the main conclusion of the paper.

2. Background and related work

2.1. Problem formulation

As it defined in [12], the time series link prediction problem is formally introduced as follows: Let V be the list of
nodes, V = {1, 2, . . . ,N}. A graph series is a list of graphs {G1,G2, . . . ,GT } corresponding to a list of adjacency matrices
(M1,M2, . . . ,MT ). Each Mt is a N × N matrix with elements MT (i,j) corresponding to the edges in ET (i,j). The value of MT (i,j)
is from the set {0, 1} and it is the indicator of existence or non-existence of the edge (i, j) during the period t . Then in the
time series link prediction, we try to predict the existence or non-existence of the links in time T + 1 using previous times
M1,M2, . . . ,MT .

2.2. Related works

This section reviews the recent time series link prediction methods: Tylenda et al. proposed a new method for time-
aware link prediction [13]. Their proposed method is an extension of the local probabilistic model that is introduced in [14]
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by using temporal information. An empirical evaluation of the technique was performed over two collaboration networks.
They showed that the link time occurrence can be considered as a main feature in the prediction result.

Dunlavy et al. in [10] formulated the link prediction problem as a periodic temporal link prediction and study that if the
data has underlying periodic pattern, given link data for T time steps, can they predict the links at time T+1, T+2, T+3, etc.?
In the proposed method they introduced two matrix and tensor-based methods for predicting future links and aggregate
the data of multi-time periods into a single matrix using a weight-based method. Then they used a CANDECOMP/PARAFAC
tensor decomposition to illustrate the usefulness of using the natural three-dimensional structure of temporal link data and
showed the superiority of their method on some bibliometric social networks.

Oyama et al. also have proposed a method called it cross-temporal link prediction which tries to predict the links in
different time frames [15]. Theirmethod is an extension of the dimension reductionmethod that is proposedbyVert et al. [16]
by including a time stamp in the prediction task. They first tried to study the repeated link prediction problem. Second, to
predict unobserved links, the authors proposed a cross-temporal locality preserving projection (CT-LPP) method in which
data in different time frames is modeled by using low-dimensional latent feature space. Finally, they evaluated the cross-
temporal link prediction to show the accuracy improvement of the proposed method.

Soares et al. proposed a new time series link prediction in which the topological matrices in different times are modeled
as a time series data and used by a forecastingmodel to predict the future links [17]. So, for each link that must be predicted,
the past similarity metrics is calculated as a time series data and the next value of the similarity metric is predicted using
some forecasting models.

Huang et al. proposed a new link prediction approach using both the time-series patterns and similarity methods [12].
They built a time series data from the link occurrences in different periods and used the autoregressive integrated moving
average (ARIMA) model to predict the next value of the time series data. The final prediction is calculated based on a
combination of forecasting result in addition to a chosen similarity based method. Their result showed that the proposed
method achieves a good performance comparing to methods that use time series models or similarity methods alone.

Huang et al. in [18] try to propose a weighted approach for modeling the occurrence of time and finally, in our previous
research, we have proposed a new link prediction method based on temporal similarity metrics and Continuous Action
set Learning Automata (CALA) [19]. The proposed method takes advantage of using different similarity metrics as well as
different time periods. In the proposed algorithm, we had modeled the link prediction problem as a noisy optimization
problem and used a team of CALAs to solve the noisy optimization problem. The obtained link prediction results showed
satisfactory of the proposed method for some social network data sets.

3. Learning automata

A learning automaton [20] is an agent that can make a decision and learn how to choose the true decision by interacting
with a randomenvironment iteratively. Each LAhas a probability distribution over its finite action-set and at each iteration, it
selects an action based on the corresponding probability and sends the action to the random environment. The environment
sends a reinforcement signal to the LA based on the evaluation of the input action. The action probability vector of the LA
is updated based on the given reinforcement signal from the random environment. The goal of a learning automaton is to
find the optimal action such that the average penalty received from the environment is minimized as much as possible. The
environment can be described by a triple E ≡ {α, β, c}, where α ≡ {α1, α2, . . . , αr} represents the finite set of the inputs,
β ≡ {β1, β2, . . . , βm} denotes the set of the values that can be taken by the reinforcement signal, and c ≡ {c1, c2, . . . , cm}

denotes the set of the penalty probabilities, where the element ci is associated with the given action αi. If the penalty
probabilities are constant, the random environment is said to be a stationary random environment, and if they vary with
the time, the environment is called a non-stationary environment. The random environments based on their reinforcement
signal β can be classified into P-model, Q-model and S-model. The reinforcement signal can only take two binary values 0
and 1 in P-model environments, take one of a finite number of values in the interval [0, 1] in Q-model environment, and take
a value in the interval [a, b] in S-model. The relationship between the learning automaton and its random environment has
been shown in Fig. 1 [20]. Learning automata can be classified into twomain families [20]: fixed structure learning automata
and variable structure learning automata. Variable structure learning automata are represented by a triple ⟨β, α, T ⟩, where
β is the set of inputs, α is the set of actions, and T is the learning algorithm. The learning algorithm is a recurrence relation
which is used to modify the action probability vector. Various learning algorithms have been proposed. But because we use
P-model learning automata in the proposed algorithm we use the following learning algorithm: Let αi(k) ∈ α be the action
that is selected by a learning automaton from its action-set α and p(k) is the action probability vector at instant k. At each
instant k, in linear learning algorithm the action probability vector p(k) is updated by the following equation:

pj (k + 1) =


pj (k) + a


1 − pj (k)


if i = j and selected action αi(k) is rewarded

(1 − a) pj (k) if i ≠ j and selected action αi(k) is rewarded
1 − bpj (k) if i = j and selected action αi(k) is penalized

b
r − 1

+ (1 − b)

1 − pj (k)


if i = j and selected action αi(k) is penalized

(1)

where a and b are reward parameter and penalty parameter, respectively. And also r denotes the number of actions that
can be taken by LA. The parameters a and b indicates the amount of increase and decrease of the action probability values,
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Fig. 1. The relationship between a learning automata and its random environment.

Fig. 2. The pseudo code of the proposed time series link prediction.

respectively. If a = b, the above recurrence equation is called linear reward–penalty (LR-P) algorithm; if a ≫ b the presented
equation is called linear reward-εpenalty (LR-εP) algorithm; and finally if b = 0, it is called linear reward-Inaction (LR-I)
algorithm. In the proposed link prediction we use the LR-P learning automata as the learning model of the method.

Learning automata have been found to be useful in different areas such as optimization tasks [21,22], capacity assignment
problems [23–25], graph problems [26–30] artificial intelligent [31–34], social area [35–39] and other applications [40–43].

4. The proposed time series link prediction approach

In this section, a new Learning Automata based Time Series Link Prediction (LA-TSLP) that takes advantage of using time
information in predicting future links is proposed. In the proposed method there is one learning automaton for each test
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link in time T + 1 and the LA-TSLP uses the network structures of time 1 through T sequentially to predict future links in
time T + 1. The network structure of time t is called one stage. In each stage t , each learning automaton in LA-TSLP tries to
predict the link occurrence of the corresponding link for time t + 1 using the environment t . After finishing the prediction
task in stage t , the LA-TSLP goes to the next stage. In the next stage, each learning automaton tries to update and improve its
estimation using the new environment t + 1 to predict the link occurrence of the corresponding link for the time t + 2 and
so on. Generally, LA-TSLP has twomain phases: (1) Learning Phase: an iterative phase to learn future links and (2) Prediction
Phase: a phase to generate the final prediction results. The learning phase in each stage t also has two steps: (1) Select the
action of each learning automaton and use it as the indicator of existence or non-existence of the corresponding link, (2)
update the action probability distribution of each learning automaton based on a reinforcement signal the is produced from
the environment t . In stage t , for action selection phase, each learning automaton determines whether the corresponding
link appears in time t + 1 or not. This action selection is done based on the internal action probability distribution of the
learning automaton. Because there is no prior knowledge about the existence of the link, for each learning automatonwe set
the initial probability of choosing action 1 (link existence) to 0.5, p1 = 0.5. After choosing the actions of LAs, a reinforcement
signal is produced for each learning automaton based on the effectiveness of the selected action in the environment t . The
environment of stage t is a set of predictions for time t + 1 that is calculated based on different similarity metrics using
the adjacent matrix of time t . So each learning automaton uses time series information of the time t to generate prediction
for the next time t + 1. Finally each learning automaton updates its action probability distribution based on the received
reinforcement signal and a learning algorithm. In the next iteration, each learning automaton selects a new action again
based on the new action probability distribution and this procedure repeats until some stop criteria is satisfied. Then the
LP-TSLP goes to the stage t + 1 and start to learn the links existence using the current action probability distributions using
the new environment t + 1.

In the prediction phase of LA-TSLP, for each test link the action with higher probability of the corresponding learning
automaton is used as the prediction result. The overall process of the LA-TSLP can be seen in Fig. 2. The proposed method
takes advantage of using time series information to predict future links. Also, the pseudo code of the LA-TSLP can be seen in
the Algorithm 1. In the following sections, we describe the two main phases of the proposed method in detail.

4.1. Learning phase

This subsection presents the learning phase of the LA-TSLP. In this phase, there is one learning automaton for each test
link that must be predicted. On the other hand, there is a set of stages {S1, S2, . . . , ST }, one stage for each time t . To do this,
each learning automaton starts its learning in stage 1. In this stage each learning automaton LAj tries to learn the existence
or non-existence of the corresponding link for time 2 with the reinforcement signal that is produced from the environment
E1. This prediction repeats until some termination criteria are satisfied. Then the learning automaton LAj goes to stage 2. In
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stage 2, each learning automaton LAj tries to update and improve its actions using the new environment E2 to predict the
occurrence or non-occurrence of the corresponding link for time 3. The environment of stage St , Et , is the set of predictions
for time t + 1 that is calculated based on different similarity metrics using the adjacent matrix of time t . So in each stage t ,
each learning automaton LAj uses different similaritymetrics of time t for link j to learn the existence or non-existence of the
corresponding link. These steps are repeated until the learning automaton goes to time T and tries to learn the prediction
for time T + 1.

To do this, the action set of each learning automaton LAj is a set of actions {α0, α1}which determines the existence or non-
existence of the corresponding link, respectively and each learning automaton LAj has a probability distribution p0, p1 that
determines the probability of choosing action 0 and 1, respectively. Because there is no prior knowledge about the existence
of the link, for each learning automatonwe set the initial probability of choosing action 1 (link existence) to 0.5, p1 = 0.5. So,
in the action selection step of the LA-TSLP, each learning automaton chooses action 1 and action 0 based on p1 and 1− p1 as
αi, respectively. The action αi is used as the prediction of corresponding link in time t + 1. After all LAs choose their actions,
these actions are evaluated based on environment t and each learning automaton updates its probability distribution based
on the reinforcement signal.

Now, to generate a reinforcement signal in stage t , we define the environment of stage t as a set of predictions for time
t + 1 that is calculated based on different similarity metrics using the adjacent matrix of time t . In this paper, we consider
as Common Neighborhood (CN), Jacaard Index (JA), Preferential attachment (PA) and Adamic–Adar Index (AA) as similarity
based methods. So the environment of the stage t is defined as Et = {CNt , JAt , PAt ,AAt} that is the Common Neighborhood,
Jacaard Index, Preferential attachment, and Adamic–Adar prediction results for time t . Then we select one element from
Et (j) as Ct (j) using the uniform probability and generate the reinforcement signal βt(j) based on the following equation:

βt(j) =


1 Ct (j) ≠ α1(j)
0 else. (2)

Then each learning automaton LAj updates its action probability distribution using the reinforcement signal βt(j) and the
LR−P learning algorithm using Eq. (1).

FromEq. (1) it follows that if action 1 is attempted in iteration k the probability distribution p1(k) is increased in iteration k
for a favorable response and decreased for an unfavorable response. Also, if action 0 is attempted in iteration k the probability
distribution p1(k) is decreased in iteration k for a favorable response and increased for an unfavorable response.

In the next iteration, each learning automaton selects a new action again based on the new action probability distribution
and this procedure repeats until some stop criteria are satisfied. In the proposed algorithm the learning phase in each stage
is repeated until the average of entropy of probability vector of learning automata reaches a predefined value Tmin or the
maximumnumber of iteration, K , is reached to a threshold k. The information entropy of a learning automatonwith r actions
can be defined as follows [44]:

H = −

r
i

pi · log(pi) (3)

where p, is the probability of choosing ith action of a learning automaton. The entropy for a learning automaton has
maximum value of one when all the actions have equal probabilities of choosing and has minimum value of zero when
the action probability vector is a unit vector. After the stopping criteria is reached, then the learning automaton goes to the
next stage and these procedures repeated for t next stages. After stopping in stage T , to predict the links for time T + 1 we
use the following prediction phase.

4.2. Prediction phase

After running learning phase, the prediction phase generates the final link prediction for the proposed method. To do
this, for each test link j in time T + 1, the final prediction is defined as Oj, and calculated based on the following rule:

Oj =


α1 p1 > p0
α0 else. (4)

That means for each LA the action with higher probability is chosen as the final prediction result for the corresponding link.
Finally, the LA-TSLP outputs the set O values as the output of proposed link prediction.

5. Experiment results

In this section, in order to evaluate the performance of the proposed algorithm, some computer experiments have been
conducted and the proposed algorithm has been evaluated in term of performance and accuracy. In the proposed method
for stopping criteria we used the following parameters: Tmin = 0.3, k = 2000. Also for the learning automata parameters
we used a = 0.05, b = 0.01. It also should be noted that these parameters are obtained based on empirical experiments
and all the results reported in following experiments are based on the averages taken over 30 runs in a PC, which has a
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Table 1
Network size in terms of nodes and edges.

Data set Nodes Edges Description

Hep-th 9877 51,971 Collaboration network of Arxiv High Energy Physics Theory
Hep-ph 12,008 237,010 Collaboration network of Arxiv High Energy Physics
Astro-ph 18,772 396,160 Collaboration network of Arxiv Astro Physics
Email-Enron 36,692 0.7328 Email communication network from Enron
Email-EuAll 26,521 42,004 Email network from the EU research institution

single CPU of Intel(R) Core(TM)2 Duo 3.33 GHz and a 6 GB memory. In the rest of this section, we first give the data sets
and the evaluation metric we used in our experiments and then give a set of two experiments. In the first experiment, the
performance of the proposed algorithm compared with the performance of some static link prediction methods and in the
second experiment, the accuracy and convergence rate of the LP-TSLA is computed and reported.

5.1. Data sets

In this section, the social network’s data used in our experiments are described. For the experiments developed in this
work, we consider the following two groups of networks:

(1) Co-authorship networks: A type of social networkwhere the nodes represent the authors and two authors are connected
if they have collaborated in a paper. Collaboration network is widely used to understand the topology and dynamics of
complex networks. In this paper, we have adopted three co-authorship networks from three sections of Arxiv1 and
extracted data from the years 1993 to 2003 for all these data sets. The first network is composed by authors that
collaborated in theoretical high energy physics2 (hep-th). The second one is formed by authors who published papers
in the high energy physics3 (hep-ph) and the third one is sampled from collaboration in the Astro Physics4 (Astro-ph).
In these data sets, if an author i co-authored a paper with author j, the graph contains an undirected edge from i to j. If
the paper is co-authored by k authors this generates a completely connected (sub) graph on k nodes.

(2) Email communication networks: A type of social network where the nodes of the network are email addresses and if
an address i sent at least one email to address j, the graph contains an undirected edge from i to j. In our experiment,
we use two email communication data sets: Enron email communication network5 and Eu-All email communication
network.6 The Enron email communication network includes a data set around half million emails that are public by the
Federal Energy Regulatory Commission and we extract data from May 1999 through May 2002 (36 months). Also, the
Eu-All email communication network was extracted using email data from a large European research institution and
we extracted data from October 2003 to May 2005 (18 months). The network specification of each data set is presented
in Table 1. Since these networks are highly sparse, to make computation feasible, we reduce the number of candidate
pairs by choosing only the ones that have at least two connections on the network.

In order to do experiments for collaboration networks (Hep-th, Hep-ph, and Astro-ph), we consider the data from 1993
to 2002 as the training data (each year as a time period) and year 2003 as test data. Also for email networks (Enron and
EuAll), we consider the first 70% available months as the training data (each month as a time period) and the 30% remaining
months as the test data.

5.2. Static link prediction

The baseline methods we use them as the environment are briefly described in this sub-section. Let Γ (x) denote
neighbors of the node x:

1. CommonNeighborhood (CN) [45,46]: In thismeasure, two nodes, x and y, aremore likely to have a link if they havemany
common neighbors. This score is defined as

CN (x, y) = |Γ (x) ∩ Γ (y)| (5)

where Γ (x) is the neighbors of the node x.

1 http://www.arxiv.org.
2 http://arxiv.org/archive/hep-th.
3 http://arxiv.org/archive/hep-ph.
4 http://arxiv.org/archive/Astro-ph.
5 http://www.cs.cmu.edu/~enron/.
6 http://snap.stanford.edu/data/email-EuAll.html.

http://arxiv.org///www.arxiv.org
http://arxiv.org//archive/hep-th
http://arxiv.org//archive/hep-ph
http://arxiv.org//archive/Astro-ph
http://www.cs.cmu.edu/%7Eenron/
http://snap.stanford.edu/data/email-EuAll.html
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Table 2
Comparison of the LA-TSLP with similarity-based methods on Hep-th, Hep-ph, and Astro-ph data sets.

Method CN JI PA AA LA-TSLP
Year Hep-th Hep-ph Astro-ph Hep-th Hep-ph Astro-ph Hep-th Hep-ph Astro-ph Hep-th Hep-ph Astro-ph Hep-th Hep-ph Astro-ph

1996 0.7982 0.7441 0.7189 0.6091 0.5941 0.5198 0.6140 0.5841 0.5252 0.7042 0.6895 0.6246 0.7212 0.7591 0.7046
1997 0.8000 0.7955 0.7325 0.6101 0.6033 0.5247 0.6199 0.6041 0.5299 0.7284 0.7151 0.6478 0.8298 0.8023 0.7294
1998 0.7981 0.7904 0.7412 0.6210 0.6074 0.5395 0.6158 0.5999 0.5341 0.7594 0.7395 0.6501 0.8341 0.8012 0.7586
1999 0.8123 0.7876 0.7402 0.6390 0.6147 0.5498 0.6269 0.6014 0.5417 0.7710 0.7541 0.6516 0.8547 0.8194 0.7716
2000 0.7811 0.7512 0.7495 0.6401 0.6218 0.5510 0.6317 0.6118 0.5591 0.7794 0.7612 0.6593 0.8641 0.8231 0.7850
2001 0.7790 0.7458 0.7514 0.6501 0.6301 0.5546 0.6388 0.6128 0.5603 0.7901 0.7717 0.6712 0.8514 0.8274 0.7892
2002 0.8041 0.7798 0.7617 0.6445 0.6357 0.5573 0.6321 0.6202 0.5651 0.7935 0.7810 0.6679 0.8759 0.8492 0.7924
2003 0.7945 0.7652 0.7794 0.6438 0.6398 0.5612 0.6400 0.6299 0.5678 0.7962 0.7864 0.6699 0.8947 0.8513 0.7973

2. Jaccard Index (JI) [47]: This index was proposed by Jaccard over a hundred year ago, and is defined as:

Jaccard (x, y) =
|Γ (x) ∩ Γ (y)|
|Γ (x) ∪ Γ (y)|

. (6)

3. Preferential Attachment (PA) [48,49]: The preferential attachment (PA) algorithm is motivated by the preferential
attachment phenomena [50] discovered in a variety of realworld complex systems. Under this algorithm, the link
occurrence score is set to be the product of the degrees of the involved nodes and is defined as follows:

PA (x, y) = |Γ (x) | × |Γ (y) |. (7)

4. Adamic–Adar Index (AA) [51]: This index refines the simple counting of common neighbors by assigning the less-
connected neighbors more weight and is defined as:

AA (x, y) =


z∈Γ (x)∩Γ (y)

1
log(Γ (z))

. (8)

5.3. Evaluation metric

This section introduces the AUC metric that we use it in our experiments: If we rank the entire non-existent links
according to their scores, the AUC metric can be interpreted as the probability that a random missing link has a higher
score than a random non-existent link [52]. In the algorithmic implementation, at each time we usually pick a missing link
and a nonexistent link in a random fashion and compare their scores. If among n independent comparisons there are n′ times
when missing links have a higher score and n′′ times when they have the same score, the AUC value is:

AUC =
n′

+ 0.5n′′

n
. (9)

If the AUC has a value greater than 0.5, it is better than the random link prediction algorithm; and the farther from 0.5, the
more accurate the algorithm.

5.4. Link prediction comparison

5.4.1. Co-authorship networks
In this experiment, we compare the LA-TSLP with some similarity based methods using three co-authorship networks.

To do this, we consider 10 years from 1993 to 2002, one stage for each year and we predict the test links for the years
1996 through 2003. To predict a test link in year y we use a learning automaton consist of stages 1993 through y − 1
and the link prediction results of the proposed algorithm (LP-TSLA), for years 1996 through 2003 is compared to the some
similarity based link predictions using AUC metric. The obtained results of the proposed algorithm and its comparison with
other methods for Hep-th, Hep-ph and Astro-ph data sets are reported in Table 2. Also, it should be mentioned that for
the following tables given in this section, the best results are highlighted. The results reported here demonstrate that the
proposed time series link prediction method is able to achieve an average better AUC measure than the CN, Jaccard Index,
PA, and AA. The results suggest that the prediction is better in term of accuracy that is due to that the proposed algorithm
uses the time series information to predict future links.

5.4.2. Email networks
In this experiment, we compare the LA-TSLP with some similarity based methods using two email social networks. To

do this, we consider one stage of each training month and predict the links of the test months and compare it with some
similarity based link predictions using AUC metric. The obtained results of the proposed algorithm and its comparison with
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Table 3
Comparison of the LA-TSLP with similarity-based methods on Enron and EuAll data sets.

Data set Method
Enron EuAll

CN 0.8214 0.7518
JI 0.6791 0.6217
PA 0.6914 0.6571
AA 0.7724 0.7328
LA-TSLP 0.8320 0.8019

Fig. 3. The accuracy diagram of the LA-TSLP for Hep-th, Hep ph, and Astro-ph data sets.

other methods for Email-Enron and Email-EuAll data sets are reported in Table 3. The results reported here also show that
the proposed time series link prediction method is able to achieve an average better AUC measure than the CN, Jaccard
Index, PA, and AA.

5.5. Running diagram of the LA-TSLP

In this experiment to show the progressive behavior of the LA-TSLP, the accuracy diagram of the proposed algorithm for
data set Hep-th, Hep-ph, and Astro-ph are presented in Fig. 3. As it shown in this figure, at the start of each stage the LA-TSLP
operates more stochastic and worse that is due to the operating in a new environment, but after little iterations, it learns
the new pattern that is the aggregation of the previously learned patterns in addition to the new environment pattern. Also
in order to evaluate the convergence rate of the LAs, we have calculated the information entropy of the LAs and reported it
in Table 4. From this report, we can conclude that the LA-TSLP is finished in each stage with a good convergence rate.
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Table 4
The information entropy of the learning automata through the learning process.

Year Data set
Hep-th Hep-ph Astro-ph

1996 0.0311 0.0412 0.0591
1997 0.0342 0.0517 0.0541
1998 0.0418 0.0541 0.0593
1999 0.0484 0.0678 0.0571
2000 0.0396 0.0612 0.0695
2001 0.0437 0.0632 0.0612
2002 0.0417 0.0657 0.0713
2003 0.0455 0.0682 0.0712

6. Conclusion

This paper presents a new time series link prediction method which uses learning automata to predict the existence or
non-existence of each link in time T + 1 by using the network structure from time 1 to T . In the proposed method, for each
link that must be predicted, there is one learning automaton and each learning automaton tries to learn the existence or not
existence of the corresponding link in time T + 1. The proposed algorithm has some stages and each stage corresponds to
one time period. In each stage t of the proposed algorithm, each learning automaton tries to predict the link occurrence of
the next time t+1 by using similaritymetrics of time t . After finishing the prediction task in time t , the estimated prediction
goes to the next stage. In the next stage, each learning automaton tries to update and improve its estimation using a new
environment t + 1 to predict the link occurrence in time t + 2 and so on. The experimental results reported here show
that the proposed algorithm is superior to other static algorithms which consider only one snapshot of the network. The
better result can be due to the learning capability of learning automata that shows the occurrence of the link in the network
evolves through time and using different similarity metrics at different times can be used for future predictions.
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