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a b s t r a c t

In the context of increasing demands for social and financial accountability of universities, the required

implementation of transparent faculty evaluation systems constitutes a challenge and an opportunity

models that cover the full range of academic activities and the models in use are typically based on ad

hoc scoring systems that lack theoretical soundness. This article approaches faculty evaluation from an

innovative comprehensive perspective. Based on the concepts and methods of multiple criteria value

measurement, it proposes a new faculty evaluation model that addresses the whole range of academic

activities and can be applied within and across distinct scientific areas, while respecting their

specificities. Constructed through a socio-technical process, the model was designed for and adopted

by the Instituto Superior Técnico, the engineering school of the Technical University of Lisbon. The

model has a two-level hierarchical additive structure, with top-level evaluation areas specified by

second-level evaluation criteria. A bottom non-additive third level accounts for the quantitative and

qualitative dimensions of academic activity related to each evaluation criterion. The model allows

(a) the comparison of the performance of academic staff with performance targets reflecting the

strategic policy concerns of university management; (b) the definition of the multicriteria value profile

of each faculty member at the top level of the evaluation areas; (c) the computation of an overall value

score for each faculty member, through an optimisation procedure that makes use of a flexible system

of weights and (d) the assignment of faculty members to rating categories.

& 2011 Elsevier Ltd. All rights reserved.
1. Introduction

In the past years there have been considerable changes in the
university system of organisation and funding. The traditional
activities of teaching, research and service are increasingly com-
mitted to the needs of society [1] and universities have been
assuming active responsibilities within the economy [2]. In addi-
tion, the institutional and legal setting in which many universities
operate has undergone major transformations and a global trend
towards increasing social and financial accountability of univer-
sities is being observed [3]. Bringing faculty evaluation in line with
the changes in the university system has become a priority in
many countries around the world. Faculty evaluation is becoming
more formal and complex, and several associations in the USA
have recommended clarity in standards and procedures, consis-
tency over time among candidates with similar profiles, candour
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in the evaluation of tenure-track faculty and care for unsuccessful
candidates [3]. In Europe, the need for developing evaluation tools
is recognised both at the national level and at the EU supra-
national level [4]. For example, in Spain, national rules have been
defined in recent years for the evaluation of academic staff [5]. In
Portugal, the universities are presently defining faculty evaluation
processes [6].

As a result of these developments, there is a challenge and an
opportunity for each university to align the activity of its faculty
members with its mission and strategic plans. Universities are
expected to make decisions on recruiting, promoting, granting
tenure and rewarding excellence based on putative objective
evaluation criteria and supported by appropriate tools. However,
despite the international growing interest in the performance
appraisal of university activities, and in particular in faculty
evaluation, there are only a few studies that attempt to evaluate
the overall activity of the academic staff [7] and the ‘‘existing
metrics do not capture the full range of activities that support and
transmit scientific ideas’’ [8] (p. 488). Hence, there is a need to
develop comprehensive evaluation systems, based on methodo-
logically sound procedures that can adequately reflect the differ-
ences between the academic staff, taking into account the
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university mission, and that are applicable to all faculty members
and scientific areas while respecting their specificities.

This paper proposes an innovative model for faculty evalua-
tion, based on concepts and methods of multiple criteria value
measurement with strong theoretical foundations (see for exam-
ple [9,10]). The proposed model is capable of addressing the
multidimensional nature of the evaluation problem – where
different evaluation components need to be taken into considera-
tion – and flexible enough to integrate both quantitative and
qualitative dimensions, in line with recommendations and guide-
lines on how to build comprehensive faculty evaluation models
[11,12]. The model was designed within the legal and institu-
tional context of the Portuguese universities to be used by the
Instituto Superior Técnico (IST) of the Technical University of
Lisbon (TUL). IST is an engineering school with 778 faculty
members working in a wide variety of scientific domains (ranging
from mathematics, physics and chemistry to most branches of
engineering, architecture and management).

Section 2 presents briefly the state of the art in the faculty
evaluation literature, Section 3 presents the features of the
adopted multicriteria modelling approach, Section 4 describes
how the multicriteria approach was developed at IST and, finally,
Section 5 discusses what was achieved and what is still ahead.
2. Background on faculty evaluation

Personnel management, self-improvement, the growth and
development of faculty members and the improvement of the
quality of instruction in schools are understood to be the key
objectives for faculty evaluation [13]. Given the nature of aca-
demic activity and the organisational structure of universities,
evaluation systems of academics in use in universities are mostly
based on peer reviews. Nevertheless, differences exist in the
information basis and methods that peers might use in the
evaluation process. While several authors sustain that it is
possible to measure faculty performance with some precision
and that performance measurements might be used in university
management [11], others consider that scientific activities cannot
be fully measured given the current knowledge and the available
indicators, and that the use of measurement tools might affect
researchers’ autonomy and might lead to undesirable effects [14].
The different opinions are partly explained by methodological
difficulties related to the following:
�
 It is hard to measure an individual faculty member’s total
contribution to the school, and the proper balance among
research, teaching and service has not been definitely estab-
lished for the personnel of any type of university [15]. Differing
values given to these activities are apparently neither appre-
ciated nor systematically communicated [15]. It is difficult to
define which activities to include in scholarship [3] and to find
appropriate indicators for performance measurement [14].
Evaluation methods are sensitive to the selected indicators
and to the data sources [16].

�
 Faculty evaluation models typically make use of objective

approaches and/or subjective approaches [17]. Objective
approaches do not depend on the evaluator (for example, using
citation counts) and might generate unintended results
because of problems with the data (such as with bibliometric
data) [8], generating biases in the evaluation [2]. Subjective
approaches, on the other hand, can be influenced by personal
biases or by some lack of or insufficient knowledge or experi-
ence by some group members [17]. There has been little
research on how to integrate objective and subjective
approaches adequately [17].
�
 Given that faculty evaluation implicitly incorporates many
beliefs about academic careers and institutional policy, gen-
erates different costs and shapes the power relationships
between stakeholders, as well as interacts with the balance
between personal and departmental goals in academia [15], it
is not an easy task to build and promote changes in evaluation
systems [18].

�
 The faculty evaluation literature is spread across several areas.

While some professions have held extensive discussions about
evaluation models and tools (this being the case of the
pharmacy and accounting communities [15,19]), there has
been undervaluing or underreporting of research for some
communities (e.g. social sciences) [20]. Most evaluation studies
explicitly state their area of applicability.

Although to date no movement has emerged to standardise the
evaluation process and maximise objectivity while linking pro-
ductivity in an empirical fashion to rewards [7], multiple institu-
tions have advocated the need to develop an evaluation culture in
university systems [4] and to create more comprehensive evalua-
tion systems. This is the case of the National Academy of
Engineering in the US [12] and the director of the Science of
Science & Innovation Policy programme from the National Science
Foundation in the US [8].

An analysis of the evaluation literature in the university
context shows that most studies reported carried out comparative
analyses of universities, faculties, departments or research units
(such as [2,21,22,23]), while only a few propose methods to
evaluate academic staff. Nevertheless, it is recognised that faculty
members are the ground unit of the academic system, the key
unit for analysing university production and an operational unit
for the management of human resources (for instance, with
respect to promotions).

Most studies on faculty evaluation use qualitative methods to
structure the evaluation problem [13,18,19]. Some propose con-
ceptual frameworks and multiple approaches for faculty evalua-
tion [11,21]. To our knowledge, very few studies have used
decision analysis models to analyse thoroughly the academic
research outputs of individuals [24,25]. However, as far as we
are aware, the literature in the area does not provide compre-
hensive models for the evaluation of academic staff. The literature
available on validation methods for students to assess the
performance of their teachers, which may lead to payment
awards in universities in some countries, including the US [11],
is only able to capture a small part of the daily activities of the
academic staff and definitely does not cover their performance in
research, services and management.

There are many evaluation studies of university units and
programs; however ‘‘most of the evaluation methodologies used
in these studies suffer major flaws in both substance and process’’
[26]. This also applies to methods used in faculty evaluation like
point systems [5], which may incur in well-known mistakes
reported in the decision analysis literature, including treating
performance indicators as evaluation criteria, not distinguishing
between the notion of performance and the notion of value;
weighting criteria solely on the basis of the intuitive notion of
importance [27], ignoring the notion of value trade-offs under-
lying additive aggregation models (Keeney [28] calls this the most
common critical mistake); and summing up ordinal scores on the
criteria giving rise to meaningless overall scores. Also, as
remarked by Billaut et al. [29] when reviewing methods used to
rank universities, the ‘‘y main conclusions are that the criteria
that are used are not relevant, that the aggregation methodology
is plagued by a number of major problems and that the whole
exercise suffers from an insufficient attention paid to fundamen-
tal structuring issues’’ (p. 1).
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3. Multicriteria modelling of faculty evaluation

3.1. Methodological framework

A novel faculty evaluation model was designed for IST by an
internal working group (WG) of professors, in a sequence of
decision conferencing workshops [30,31] in which we acted as
impartial facilitators and decision analysts following a process
consultation approach [32]. This is a socio-technical interactive
and learning model-building process [33,34] integrating the
technical elements of multicriteria value measurement [10,33]
and the social elements of decision conferencing. The WG was led
by the chairman of the Scientific Board of the school assisted by
several other Board members that developed a shared under-
standing of the key faculty evaluation aspects. This was crucial to
build the model that the WG proposed to the school decision-
maker (DM), which is the Management Board of IST. Subse-
quently, the DM approved the model in general terms, submitted
it to the faculty for discussion and made the final decision to use
the model after some adjustments to take into account relevant
suggestions. The final step of the implementation process was the
designation of a full professor as the evaluator for each faculty
member in two evaluation periods: 2004–2007 and 2008–2009.

The model-building process aimed to provide answers to key
questions not previously addressed in a comprehensive and
systematic manner within the faculty evaluation literature, namely
�
 When structuring the faculty evaluation model, i.e.
J How to design a model reflecting the strategic objectives of

the school and useful for human resources management?
J How to define a coherent set of evaluation criteria project-

ing, in the various areas of academic activity (pedagogical,
scientific, etc.), stakeholders’ values and concerns about
academic careers and institutional policies?
Methodological and 
contextual issues

Optimization procedure
for overall scoring

V

Assignment to faculty rating 
categories

Fig. 1. Key components of the process of building a
J How to describe, as objectively and unambiguously as
possible, the performance on each one of the criteria, taking
into account and adequately integrating its quantitative and
qualitative dimensions?

J How to care for the specificities of each of the scientific
domains of the school?
a

qua

a

alu

M
f

mul
�
 When modelling the measurement of academics’ value within
each evaluation criterion and across criteria within each area of
activity:
J How to convert individual performance into perceived

added value to the school?
J How to assign relative weights to the criteria, adequately

reflecting value trade-off judgements between criteria?
J How to aggregate added value on multiple criteria appro-

priately, within and across areas of activity, respecting the
autonomy of each faculty member to choose to invest more
in some activities than in others, while not allowing
extreme performance compensation phenomena inconsis-
tent with achieving an adequate balance among objectives?

J How to set boundaries for the rating categories imposed by
law, so that the classification of each faculty member may
reflect her or his intrinsic value to the school?
The model-building process can be described as a package of
entangled activities, developed by the WG during the decision
conferences, as detailed in Fig. 1 and discussed in the next sub-
sections.

From the discussion of the methodological and contextual
issues related to faculty evaluation, the boundaries of the problem
were established and a multicriteria modelling approach could be
adopted. Firstly, in structuring the model, criteria were specified
to evaluate faculty members within each of the areas of academic
activity that are normatively defined in the legislation [6].
Secondly, descriptors of quantitative and qualitative performance
Hierarchical additive 
ggregation procedure

Areas of activity and 
respective criteria

Descriptors of 
ntitative & qualitative 

performance

Targets and ceilings

Structuring tasks

Value functions

Criteria weights and
reas’ interval weights

e measurement tasks

Model requisiteness

ulticriteria approach
or faculty evaluation

ticriteria model for faculty evaluation.
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for each criterion were defined. Then, the concept of a ‘‘target’’
associated with each criterion was introduced to make it possible
to incorporate into the model reference levels of performance
reflecting policy concerns. Targets make explicit what should be
considered a realistic ‘‘good performance’’ on each criterion for a
given scientific domain and in a given evaluation period. This
makes it clear that performance is one thing and its value is
another.

Measures of value were subsequently built, that is, value
functions enabling performance to be transformed into value at
the level of each criterion separately. Finally, the areas of activity
and the respective criteria were weighted. These weights should
reflect the relative importance of achieving the targets, in a given
evaluation period, from the perspective of the school.

An additive value procedure could then be applied hierarchi-
cally, firstly to aggregate value scores on criteria within each area
and then to aggregate values across areas. The area value scores
obtained by a faculty member form her or his multicriteria value
profile at the top level of the areas of activity. Once different types
of ‘‘good’’ academic profiles are not only admitted but also
desirable, from a functional perspective, in a faculty body, all
types contributing to the achievement of the university strategic
objectives, the area weights should be allowed to vary within
reasonable bounds. Therefore, interval weights were defined for
the areas and an optimisation procedure was adopted [16]. This
enables the application of the additive model at the top area level,
in such a way that the overall score resulting for each faculty
member reflects the value of her or his specific profile. To prevent
a very high performance level in a single criterion playing an
excessive undesirable role in compensating for very weak perfor-
mance in all the remaining criteria, the concept of a ‘‘ceiling’’ was
introduced into the model. Finally, an assignment procedure
makes it possible to associate each faculty member with one
rating category, with the several categories separated by bound-
aries of increasing overall value (which can be combined or not
with other assignment rules).

The model will be considered ‘‘requisite’’ (see [34,35]) when its
form and content are sufficient to provide satisfactorily uncontrover-
sial answers to the questions that motivated its development. This
explains the recursive nature of the scheme in Fig. 1.

There are several theoretically sound methods proposed in the
decision analysis literature to build multicriteria value measure-
ment models [9,10,36], all of them requiring value judgements.
We propose to use the Measuring Attractiveness by a Categorical
Based Evaluation Technique (MACBETH), which asks only for
qualitative pairwise comparison judgements of the difference in
value between stimuli. A recent straightforward presentation of
MACBETH can be found in [37]. MACBETH has been extensively
applied in various evaluation contexts – see the references and
mathematical foundations in [38] – namely to build reusable
evaluation models [39], precisely the type of model required for
faculty evaluation. The interactive application of MACBETH is
visually supported by the M-MACBETH software [40].

3.2. Additive value measurement and optimisation procedures

The multicriteria additive value model constructed at IST has a
two-level hierarchical structure detailed in Section 4.1, with the
areas of activity j (j¼1,y,M) at the first level and the evaluation
criteria ij (ij¼1,y, Nj) at a second level assumed to be exhaustive
and nonredundant (see Section 4.1). Let Pij be the descriptor of
performance associated with each evaluation criterion ij that
belongs to the j area of activity (see Section 4.2). Let Pd

ij
be the

performance of faculty member d on criterion ij, and Vd
ij
¼ Vij ðP

d
ij
Þ

the partial value score obtained by faculty member d on criterion
ij, resulting from converting its performance into value through
the use of the value function Vij (see Section 4.5). Let wij be the
weight given to criterion ij (see Section 4.6). The area value score
Vd

j for faculty member d taking only the criteria of area j into
consideration is given by

Vd
j ¼

XNj

ij ¼ 1
Vd

ij
wij ð1Þ

with
PNj

ij ¼ 1 wij ¼ 1 and wij 40,8i,j, and Vd
ij
¼ 100 when the perfor-

mance of faculty member d in the evaluation criterion ij equals
the criterion target (see Section 4.3) set for the evaluation period
under analysis and Vd

ij
¼ 0 when d has developed no activity

related to that criterion in the same period. (Vd
1 ,y, Vd

j ,y, Vd
M) is

the multicriteria value profile of faculty member d at the top level
of the areas of activity.

Contrary to the criteria weights within each area, there is no
fixed weight wj assigned to each area of activity j (j¼1,y,M) and
the area weights are free to vary within adequate intervals
defined by lower and upper bounds wj and wj (j¼1,y,M),
respectively. Therefore, the overall score Vd for faculty member
d taking all the evaluation criteria into consideration will be given
by solving the linear programming model (2), which guarantees
for each faculty member d the maximum overall value score that
can be attained with the interval weights defined and for her or
his multicriteria area profile:

Vd ¼max
XM
j ¼ 1

Vd
j wj ð2Þ

subject to wj rwjrwj and
PM

j ¼ 1 wj ¼ 1 and wjZ0.
Different model structures, either additive or multiplicative,

can be used to capture both the quantity and quality components
of faculty performance on each evaluation criterion [10,41]. In the
structure of the IST model, for each evaluation criterion a bottom
non-additive third level accounting for the quantitative and
qualitative dimensions of academic activity was defined (see
Fig. 3). The corresponding analytical structure in use is explained
in detail in Section 4.2.

3.3. Assigning faculty members to rating categories

According to Portuguese law, every faculty member needs to be
assigned to one, and only one, of a set of (ordered) rating
categories of value. In the case of TUL, four categories – ‘‘excel-
lent’’, ‘‘relevant’’, ‘‘sufficient’’ and ‘‘inadequate’’ – were pre-defined
[42] to be adopted by all of its schools, including IST, which are
free to define their own assignment procedure. The most common
way is to define the categories by bounds of overall value and
make the assignment based on preference relations [43], as in IST
model (3), where V1, V2 and V3 are the category bounds:

Rating categoryd ¼

‘Inadequate’, 0rVdoV1

‘Sufficient’, V1rVdoV2

‘Relevant’, V2rVdoV3

‘Excellent’, Vd
ZV3

8>>>><
>>>>:

ð3Þ

The bounds are the overall values of reference performance
profiles (of hypothetical faculty members) that should be identi-
fied by the DM, for instance, with the support of the technique
proposed in [44].

Conditional rules can also be used to sort faculty members,
alternatively or in combination with a compensatory model of the
type of model (3). For example, the DM might restrict the
assignment to the ‘‘excellent’’ category to faculty members with
a high overall value (Vd

ZV3) and a number of scientific publica-
tions above the target, and the assignment to the ‘‘sufficient’’
category to faculty members with an overall score ranging from
V1 to V2 and with a minimum involvement in all activities.
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3.4. Model requisiteness

While developing the multicriteria model, differences on
individual views within the WG were debated in the decision
conferences. The facilitator started by inviting the two
participants with the most contrasting opinions (for example,
the highest and lowest levels for a target) to explain their reasons,
therefore motivating discussion within the WG, which usually
resulted in revisions of initial views and convergence after a
couple of rounds. In a few cases where a compromise was not
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reached through discussion, a voting scheme was called upon and
minority views were recorded for later sensitivity analysis to
examine the extent of their effects on model outputs. As already
observed by Phillips and Bana e Costa [34], ‘‘extensive sensitivity
analyses show that many disagreements or uncertainties in the
data make no difference to the overall results, and gradually a
sense of common purpose emerges from the group’’.

From this process resulted an agreement within the WG on the
proposed faculty evaluation model, which not only produces an
overall value for each faculty member, but also generates key
information for university management, namely, it allows for
defining the multicriteria value profile of each faculty member
(Fig. 2); comparing the performance of academic staff with
performance targets; defining the multicriteria value profile of
each faculty member at the top level of the evaluation areas;
computing an overall value score for each faculty member,
through the use of the optimisation procedure; and assigning
faculty members to rating categories. By comparing faculty mem-
bers’ profile, overall scores and rating categories, the DM should
analyse whether the model is adequate for evaluating faculty staff
or whether it still needs to be revised (until it is ‘‘requisite’’).

The multicriteria model is flexible for application in the
different scientific areas of the university, with some components
of the model being common to all scientific areas, such as the set
of evaluation criteria, and others varying according to the scien-
tific area, such as targets and ceilings. Although the definition of
targets and ceilings for each scientific area requires additional
work, it may be necessary to ensure the requisiteness of the
model across areas.

The next section presents selected features of the multicriteria
model adopted by IST, as well as illustrates how multicriteria
decision-aiding tools were used in building the model.
4. Multicriteria approach at IST

4.1. Value tree

The hierarchical structure of the model adopted by IST is depicted
in the value tree of Fig. 3. There are four areas of activity on the first
level, defined by law as teaching, research, knowledge transfer and
university management [6]. The respective evaluation criteria were
specified by the WG and appeared on the second level. For example,
there are two research criteria: scientific publications and scientific
projects (Rsp and Rsj). Each criterion includes both a quantitative
component (QT) and a qualitative component (QL) that ensure
exhaustiveness in evaluation. Indeed, when later confronted with
the performance profiles of two hypothetical faculty members, X and
Y, supposedly equivalent on all evaluation criteria, the WG could not
identify any significant new evaluation aspect, either quantitative or
qualitative, that might be invoked to differentiate X from Y. In
structuring the criteria, overlaps detected between evaluation aspects
were eliminated, within or across criteria, within or across areas,
giving rise to a nonredundant set of criteria. At the end, the model
was re-checked for double counting and the WG considered that X

becoming better than Y on any evaluation component, either quanti-
tative or qualitative, would always turn X globally better than Y.
Therefore the value tree was considered concise and complete [45].
4.2. Descriptors of performance

4.2.1. Combining quantity and quality

Descriptors of performance account for the quantitative and
qualitative dimensions of academic activity. For instance, evalua-
tion related with scientific publications should consider both their
number and quality (QT Rsp and QL Rsp, respectively, in Fig. 3).
The performance Pd

ij
of a faculty d in each evaluation criterion ij is

given by

Pd
ij
¼QTd

ij
f ðQLd

ij
Þ ð4Þ

where QTd
ij

and QLd
ij

are the quantitative and qualitative perfor-
mance of d on ij, respectively; f ðQLd

ij
Þ is the value score for QLd

ij
.

The multiplicative relationship between quantity and quality
defined in Eq. (4) has implicit the ideas that one cannot assess
quality if nothing has been produced, but quality is independent
of the quantity produced while quantity is value dependent on
quality. Simply said, the added value of publishing one more
article is not independent of its quality. Fig. 4 helped discuss these
assumptions with the WG, which agreed that, for publications of
the same type, the difference in value between two articles of
high quality and one article of high quality is D (graph 1), while
the difference in value between two articles of low quality and
one article of low quality is D0 (graph 2), and with D0 smaller than
D; and the difference in value between two articles of high quality
in comparison with two articles of low quality is D00 (graph 3),
while the difference in value between one article of high quality
and one article of low quality is D0 0 0 (graph 4), and with D0 0 0 equal
to D00. Similar judgments helped generalise the multiplicative
working hypothesis underlying Eq. (4) (see [41] for the technical
assumptions used in multiplicative structures).

4.2.2. Describing quantitative performance

There are differences in the information used to compute
quantitative and qualitative performance. Quantitative perfor-
mance is measured using objective indicators validated in the
literature [46] that can be computed automatically and do not
demand specific intervention from the evaluator [11]. Accord-
ingly, for each evaluation criterion, the WG has constructed an
index that combines several indicators of quantitative perfor-
mance. We present here the index that describes the quantity
component of the scientific publications criterion:

QTScientific PublicationsResearch
¼
XK

k ¼ 1

1

Zk
Tkþ

1

rRk

� �
ð5Þ

with k being a scientific (and international) publication in the
evaluation period (k¼1,y,K); Tk being the number of equivalent
units for the type of publication k; Rk being the number of citations
of k (excluding self-citations); r being the trade-off rate between
citations and publications in the scientific area, defined on the
basis of the average number of citations per publication [47] and
Zk being a correction factor for the number of authors of the
publication (in the IST model, Zk was not set equal to the number
of authors of k, but rather as a function of it that establishes a
compromise between creating incentives for joint research and
rewarding each author’s effort in publishing—see for details [42]).

The definition of Tk in Eq. (5) required trade-off judgements,
from the WG, to convert one unit of each type of publication in
units of a chosen reference type. The WG differentiated six types
and ranked them in decreasing order of relative attractiveness as
follows: one international book, one article in a type A (top) journal,
one article in a type B journal, one chapter in an international book,
one article in a type C journal, and one paper in international
conference proceedings. Then, using MACBETH, the WG pairwise
compared these different publication types in terms of their
difference in attractiveness (including ‘‘nothing’’ published), giving
rise to the consistent set of qualitative judgements displayed in the
matrix of Fig. 5: for example, the judgement ‘‘extreme’’ in the cell
highlighted in the matrix means that the WG judged publishing one
article in a type A journal extremely more attractive than publish-
ing one international book chapter. From these judgements, the
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Fig. 4. Results from testing the relationship between quantity and quality.

Table 1
Equivalent units for different types of scientific publications.

Type of publication Tk

International book 5.5

Article published in a type A journal 3

Article published in a type B journal 1.75

Chapter in an international book or edition of international book 1.0

Article published in a type C journal 0.3

Article published in conference proceedings 0.2
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M-MACBETH software derived the scoring scale shown at the right
of the matrix in Fig. 5, where one international book chapter was
arbitrarily chosen as a reference publication and assigned a value
score of 1. This basic MACBETH scale was afterwards subject to
discussion and adjustment by the WG, until an agreement was
reached on the final conversion scale (T) shown in Table 1 (in which
the edition of one international book was later added as equivalent
in value to one chapter in an international book). One can observe
in Table 1 that, for instance, one article published in a type A journal
is three times the contribution of one international book chapter.
This may be a reasonable statement even for a significant number
of publications. However, as well noted by Keeney et al. [26], one
cannot interpret that publishing articles in type A journals is three
times more important than publishing international book chapters.

4.2.3. Describing qualitative performance

According to the principle of ‘‘controlled subjectivity’’ pro-
posed by Arreola [11], the description of qualitative performance
should be clear and make use of scales and methodological
choices indicated by the literature [11,12]. Following these guide-
lines, a common descriptor of qualitative performance (expected
to promote consistency across measurements) was included in
the IST model. It is a five-level scale (see Table 2) constructed on
the basis of the identification, for each criterion, of faculty
members’ pros and cons. These may be quality, behavioural,
human, strategic or other aspects, as in peer review [11]. When
pros and cons are balanced – or do not exist – the qualitative
performance will not affect the quantitative performance (neutral
effect in Table 2). On the other hand, if pros and cons are
unbalanced, the quantitative performance should be rewarded
or penalised, weakly or strongly, depending on the existence of
‘‘determinant’’ [48] characteristics, that is, pros and cons justifi-
ably identified as ‘‘determinant’’, in the sense that they may
strongly affect quantitative performance (strongly rewarding or
penalising it, respectively).



Table 2
Descriptor of qualitative performance and effect value scale.

Levels of performance f(QLij
)

Strongly rewarding There is at least one determinant pro and no determinant con. 1.5

Weakly rewarding The pros more than compensate the cons, and no pro and con is determinant. 1.25

Neutral effect Pros and cons are balanced or do not exist. 1

Weakly penalising The cons more than compensate the pros, and no pro and con is determinant. 0.75

Strongly penalising There is at least one determinant con and no determinant pro. 0.5

Table 3
Examples of performance targets for a 3-year period and for the evaluation criteria within the research and teaching areas of activity.

Evaluation criteria Performance targets Examples of targets (to be interpreted with QL¼1)

Pedagogical publications (Tpp) 1.5 1 book chapter and 1 pedagogical text

Student supervision (Tss) 6 Supervision of 2 MSc theses per year, in a period of 3 years

Course teaching (Tct) 9 9 h of teaching per week with normal evaluation by students

Scientific publications (Rsp) 8 2 articles in type A journals and 2 chapters in international books

(on the basis of no citations and no co-authors)

Scientific projects (Rsj) 1 Responsibility for 1 national R&D project

Table 4
Ceilings defined in terms of value for the evaluation criteria within the research and teaching areas of activity.

Evaluation criteria Pedagogical
publications (Tpp)

Student
supervision (Tss)

Course teaching
(Tcp)

Scientific
publications (Rsp)

Scientific
projects (Rsj)

V (ceiling) 500 300 300 600 500
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According to Eq. (4), rewarding or penalising quantitative
performance corresponds to multiplying it by a positive value
score, which should be greater (resp. smaller) than 1 for reward-
ing (resp. penalising) qualitative levels (and, of course, equal to
1 when the effect of quality is neutral). The effect value scale
shown in the last column of Table 2 resulted from MACBETH
judgements of the WG, who fixed that the ratio between reward-
ing and penalising scores should not exceed 3. Take, for example,
the scientific publications criterion. X and Y are two hypothetical
faculty members having, in the evaluation period, publication
portfolios with the same quantitative performance score. X is the
single author of one article in a type A journal and Y is the single
author of two chapters in international books and five papers in
conference proceedings, and, to make it simple, X and Y have no
co-authors and no citations in the period. The corresponding
scores are 1�3¼3 for X and 2�1þ5�0.2¼3 for Y (see Table 1
and Eq. (5)). Suppose now that, in terms of quality, X’s evaluator
identified one ‘‘determinant’’ pro: X’s article won a competition
for outstanding contribution promoted by a highly reputed
scientific society. On the contrary, suppose that the seven pub-
lications of Y are similar variants of another paper of Y published
in the previous period in a type C journal—a repetition that Y’s
evaluator could justifiably identify as a ‘‘determinant’’ con. If so,
although X and Y have got the same quantitative performance
score, the final performance score of X would be three times the
final performance score of Y, respectively, 1.5�3¼4.5 and
0.5�3¼1.5 (see Table 2 and Eq. (4)).

4.3. Targets

The definition of performance targets is a useful instrument
widely recognised in the literature on strategy and human
resources management [49]. The WG decided that targets should
be defined on each criterion and also by scientific area because,
for instance, the expected number of publications by scientific
area structurally differs. Table 3 provides examples of targets for
the criteria within the research and teaching areas of activity: the
performance targets in the second column are obtained by
applying the indexes of quantitative performance to the levels
of activity portrayed in the last column. For example, the
performance target of 8 is obtained by applying Eq. (5) to the
production of two articles in type A journals (corresponding to
2�3¼6 units from Table 1) and two chapters in international
books (corresponding to 2�1¼2 units).

The target and the ‘‘zero’’ (null activity), to which correspond
the value scores of 0 and 100 in Eq. (1), are the two reference
levels later used in weighting the criteria (see Section 4.6).

4.4. Ceilings

It may be prudent to impose limits to the compensatory nature
of a multicriteria model in the context of faculty evaluation.
Indeed, if no limits exist, a faculty member might decide only to
carry out one type of academic activity, disregarding any other
activities, which might be undesirable. Thus the multicriteria
model adopted by IST includes a ceiling for the value score
attainable in each evaluation criterion, implying that there is a
corresponding performance ceiling after which further activity by
the faculty member adds little or no value to the school. Table 4
provides examples of value ceilings for the criteria within the
research and teaching areas. They were related with the corre-
sponding performance ceilings by assuming a linear value func-
tion. The requisiteness of the ceilings was later tested by asking
the WG whether the rating category to which the model assigns a
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faculty member who attains the ceiling in one criterion and has
zero performance in all the other criteria is adequate.

4.5. Value functions

Value functions convert faculty performance into value for the
school and its definition should account that different formats
promote different incentives for the faculty members. For exam-
ple, the linear value function, assumed when defining the ceilings,
implies that the production of one more paper is always equally
rewarded. However, after discussion, the WG agreed that it would
be more realistic to adopt for all the criteria an S-shaped value
function with the format presented in Fig. 6 (with a specific shape
defined for each evaluation criterion). This function tends to
reward performance close to the target: in the case of perfor-
mance below the target, marginal increases in performance are
gradually more valued; in the case of performance above the
target, marginal increases in performance are valued at a decreas-
ing marginal rate. As a result, the value function signals the
relevance of targets.

Eqs. (6a)–(6c) define the S-shaped value function by two
exponential functions, corresponding to two branches (below
and above the target) that respect the ‘‘delta property’’, reflecting
a ‘‘constant trade-off attitude’’ [10] that the WG considered to be
Value

V (Ceiling)

100

Value

Target 

0

0 Performance

Fig. 6. S-shaped value function.

Fig. 7. Testing whether preferences respect t
a desirable property in the context of faculty evaluation. For an
additive value function and for an attribute Xi, a value function
verifies the delta property when it is true that xm

i is the mid-value
performance of ½x0i,x

00
i �, then xm

i þd is the mid-value performance of
½x0iþd,x00i þd�, for any d (the proof and the rationale for the
constant trade-off condition are discussed in [10]):
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with Ptargetij
being the performance target for ij; Pceilingij

and Vceilingij

being, respectively, the performance and value ceilings (defined
as explained in the previous section) and r1 and r2 the para-
meters that determine the shape of the exponential branches and
need to be selected for each evaluation criterion. r1 is negative,
and the lower the value, the closer the value function to a linear
function; r2 is positive, the higher the value, the closer the value
function to a linear function.

To ensure that an S-shaped value function verifying the delta
property was compatible with the intuitions of the WG, a test
using MACBETH judgements was employed (other examples of
tests to identify whether a value function is compatible with
pairwise comparisons were earlier explored by Salminen et al.
[50]). Fig. 7 displays an example of a test for the student super-
vision evaluation criterion, with performance varying between
0 and a ceiling of 18 theses supervised and with a target of
6 theses (see the interpretation of the target and the value ceiling
in Tables 3 and 4, respectively). To apply the test, firstly,
qualitative judgements for the added value of one extra thesis
are made, comparing consecutive numbers of theses and filling
the matrix of judgements. Secondly, a set of constraints that
represent conditions of constant trade-off attitude is introduced
into the M-MACBETH software. Five of those constraints are
illustrated in Fig. 7: the first three constraints define the constant
trade-off for a number of publications above the target, while the
next two constraints define similar conditions for numbers below
he constant trade-off attitude condition.
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the target. The first three constraints read as 8 is the mid-value
performance between 6 and 14 theses supervised and, adding 2 to
both bounds, 10 is the mid-value performance between 8 and 16
(and similarly, adding 2 to these bounds, 12 is the mid-value
performance between 10 and 18). Thirdly, M-MACBETH is used to
analyse whether there is a value function that is compatible with
the matrix of judgements and with the set of constraints. The
value function displayed in Fig. 7 is compatible with that
information, providing a piecewise linear function that is an
approximation of an S-shaped value function with two exponen-
tial branches defined below and above the target.

4.6. Weighting criteria

As already highlighted in Section 2, the use of inappropriate
weighting procedures is undoubtedly a common problem in
evaluation studies [26] and it is critical in the framework of an
additive value model [28,48]. Because, the weights are scaling
constants allowing the additive aggregation of value scores on
different criteria and, consequently, their assessment requires
value trade-offs [41]. Given the peculiar structure of the additive
model for faculty evaluation proposed in Section 3.2 (see
Eqs. (1) and (2) and Fig. 3), the weighting process, supported by
the M-MACBETH software, was conducted in such a way that its
final output consists of fixed weights for the evaluation criteria
within each area of activity (Eq. (1)) and interval weights across
the areas (Eq. (2)).

Firstly, the WG was introduced to the concept of swing
weighting [9] and asked to rank, in decreasing order of relative
importance, the swings from null performance to the target on
the eight evaluation criteria. Appropriate examples were dis-
cussed to show that rank reversals could naturally occur when
the target performances were varied. For instance, referring to the
targets in Table 3, a swing from 0 to 9 h of teaching per week was
judged by the WG to be more attractive than a swing from 0 to
6 MSc theses supervised during 3 years, but a decrease of 3 h in
the teaching target would make, the WG said, the new 0–6 h
teaching swing indifferent to the unchanged supervision swing.
Then, MACBETH judgements were assessed from the WG for each
swing and for each pair of swings, giving rise to the consistent
matrix of MACBETH weighting judgements of Fig. 8. For example,
although the swings of 0�9 h [Tct] and 0�6 MSc theses [Tss]
were both considered to be moderately important, the difference
between the former and the latter was also judged to be
Fig. 8. Example of a set of weights obtained using the MAC

Table 5
Area and criteria weights (names of evaluation criteria in Fig. 3

Areas of activity Teaching Resea

Area weights (wj) 6 (30%) 8 (40

Evaluation criteria Tct Tss Tpp Rsp

Criteria weights (wij) 3 (15%) 2 (10%) 1 (5%) 6 (30
moderate. To guarantee a shared understanding of the weighting
questioning process, the WG was asked to validate the following
judgemental statement, which is equivalent to the above inter-
pretation in terms of swings in performance: the difference in
overall value between a faculty member who has achieved the 9 h
target performance in teaching but has not carried out any other
activity [Tss] and another faculty member who has achieved the
6 MSc theses target for student supervision but having no other
activity [Tct] is moderate.

The histogram in Fig. 8 shows the respective MACBETH
weights (in percentages), the requisiteness of which was dis-
cussed and gave rise to the revision of some input judgments, for
which MACBETH generated new weights, and so on, in a recur-
sive, iterative and interactive process that ended when the WG
‘gut feelings’ and intuitions matched the final criteria weights
shown in the last row of Table 5. To facilitate this process in such
a way that the WG could easily validate proportions between
weights of criteria belonging to the same area, the weights in
percentages were rescaled so that the less important swing
(actually, two swings) was worth 1. This promptly revealed that,
for instance, the most important swing (from 0 to the target in
scientific publications) was agreed to value 6 times more than
swinging from 0 to the target in pedagogical publications.

Table 5 also shows the derived area weights, which consti-
tuted the basis for the definition of lower and upper bounds for
area weights. For this purpose, those derived area weights were
firstly rescaled so that the highest of them valued 100, resulting in
the swing-derived area weights shown in the second column of
Table 6. The next two columns in Table 6 present the minimum
and maximum acceptable swings defined by the WG. For exam-
ple, the WG agreed that swinging from no activity to the targets
simultaneously in all the three criteria within the teaching area
would worth between 50% and 90% of swinging from no activity
to the targets simultaneously in the criteria of the research area.
One can now apply Eqs. (7) and (8) to the acceptable limits in
order to find lower and upper bounds for the intervals of variation
of the area weights (see the two last columns of Table 6). These
intervals were finally adjusted by the WG to the final intervals
shown in the second row of Table 7. Contrary to the area weights,
the weights of the evaluation criteria were taken as fixed within
each area (see the last row of Table 7):

wj ¼
smaxj

smaxjþ
P

ya js
miny

ð7Þ
BETH approach (names of evaluation criteria in Fig. 3).

).

rch University
management

Knowledge transfer

%) 3 (15%) 3 (15%)

Rsj Uum Ksc Kpl

%) 2 (10%) 3 (15%) 2 (10%) 1 (5%)



Table 6
Generating intervals of variation of the area weights.

Areas of activity Swing-derived area
weights

Minimum
acceptable

Maximum
acceptable

Lower bound
(%)

Upper bound
(%)

Teaching 75 50 90 20.8 42.9

Research 100 100 (reference) 35.7 58.8

Knowledge transfer 37.5 10 50 4.2 23.8

University

management

37.5 10 40 4.0 20.0

Table 7
Criteria weights and interval area weights (names of evaluation criteria in Fig. 3).

Areas of activity Teaching Research University
management

Knowledge transfer

Area weights (wj) 20–40% 40–60% 0–20% 0–20%

Evaluation criteria Tct Tss Tpp Rsp Rsj Uum Ksc Kpl

Criteria weights (wij) 3/6 2/6 1/6 6/8 2/8 1/1 2/3 1/3
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wj ¼
sminj

sminjþ
P

ya js
maxy

ð8Þ

with smin
j being the minimum swing for j and smax

j the maximum
swing for j.

In the last step, intervals of weights were built for each area of
activity. The second column in Table 6 presents the (point) swings
used in Table 5, after these had been normalised so that the
highest weight is 100 (the reference is built against the research
area of activity).
5. Discussion

Following the revision in 2009 of the statute that defines the
careers of faculty members [6], each school in Portugal is now
required to adopt a faculty evaluation model that should provide
information on how faculty members can improve their perfor-
mance and adequately distinguish between levels of faculty
performance, while accounting for specificities across scientific
areas. IST managers recognised this moment as a unique oppor-
tunity to communicate to faculty staff the academic activities
judged to be strategically important to the school.

Two aspects regarding model building and using the faculty
evaluation model deserve special attention. Firstly, although the
model was tested for two types of redundancies – within criteria
and across criteria redundancies – there might be cases that
require special analysis. In order to avoid within criteria redun-
dancies, using the model should account for potential overlaps
between quantitative and qualitative performance. Recall the
descriptor of qualitative performance and the effect value scale
in Table 2. Suppose that a faculty member is, for example, the
author of an article that has been cited extensively, contributing
significantly to the author’s quantitative performance. Suppose
also that the evaluator considered the high impact of that article
as a ‘‘determinant’’ pro and consequently the evaluator rewarded
the author with the highest effect value (academic studies indicate
that citations are a good indicator of the impact of publications,
and citations are correlated with the evaluation of the content of
publications by peers [51,52]). In this situation, there exists double
counting in quantitative and qualitative performance. In other
cases, there might be potential overlaps across criteria. For
instance, consider an international textbook that may also be
viewed as contributing for the scientific development of an area,
for example the book by Kirkwood [10]. Should it be classified as a
pedagogical or as a scientific publication (within the teaching and
research areas, respectively) or both? Secondly, an effect value
scale sets the balance between the objective and subjective
components of the model criteria (i.e., components not depending
on the evaluator and components based upon peer review by the
evaluator, respectively). The choice at IST of an effect value scale
ranging between 0.5 and 1.5 (see Table 2) derives from the desire
that the ratio between rewarding and penalising scores should not
exceed 3. In cases where the DM wants to privilege the peer
review component, it would be enough to fix a higher ratio. On the
contrary, a ratio of 1 would model the extreme preference for a
pure objective evaluation.

Before submitting the multicriteria model to the DM (the
Management Board of IST) the WG analysed its outputs for a wide
range of faculty profiles and performed sensitivity analyses on
different model parameters, namely, on those ones that had
originated some disagreement within the WG. Some minor adjust-
ments gave rise to a requisite model at the eyes of the WG. Then
the DM has opened the discussion to the faculty and made some
decisions following feedback and suggestions from the school
members. One important decision of the DM concerned value
functions. Despite acknowledging the adequacy of the proposed
S-shaped function, the DM has chosen, on grounds of simplicity
and for political reasons, to adopt a linear function truncated for
the value of the ceiling, as exemplified in Fig. 9 for the scientific
publications criterion (one more paper published values always
the same, for publications of the same type and below the ceiling).
Linear value functions were realistically seen as less subject to
controversy within the school than S-shaped ones.

The final multicriteria model was adopted by IST in 2010 to
evaluate faculty members for their activities in the 2004–2007
and 2008–2009 periods. Since these evaluations were made
retrospectively, each faculty member could choose between being
evaluated using the faculty evaluation model or through holistic
evaluation of their CV. The vast majority opted for the model
evaluation. A spreadsheet implementation of the model was
produced and made available for each faculty member to fill in
with her or his data in each of the two periods and for the
respective evaluator to validate and complete with qualitative
data about the assessed. Moreover, as the model will also be used
in the evaluation period underway (2010–2012), faculty can
easily monitor the value of their production using the spreadsheet
programme (the interested reader can request a copy to the IST
Management Board via the corresponding author).
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Notwithstanding the sound theoretical foundations of the
proposed multicriteria model, its effectiveness is yet to be con-
firmed by practical application on a large scale. First, despite the
fact that it was designed to be applied to different scientific
domains, only the implementation of the model and further
analysis will show whether it deals effectively with differences
across scientific domains and whether adjustments are required.
Second, there are concerns about the calibration of the model
when different targets and other values across scientific domains
are used. Finally, the incentives motivated by the model adoption
have not been studied in detail.

The proposed model might be improved in several ways. At
first, it should be better informed by literature in specific areas,
such as on teaching indicators and on research indicators. For
example, should the evaluation of teaching be performed only by
students, or should peers also review the content of teaching? If
peer reviewing of the context of teaching is required, which
methods for evaluation are available and have been validated?
Which is the best indicator of the impact of publications on the
community? Moreover, the model was developed without
detailed information on the performance of IST academic staff
for many indicators. The use of high-quality data and of scientific
metrics might contribute to building a sounder model and a
higher level of acceptation. Participatory mechanisms to improve
the model should be developed, so that its adoption fosters an
evaluation culture. The implementation of the model requires the
collection of a wide set of information about staff activity and
generates a wide range of information on the school performance.
There is scope for developing multiple criteria interactive analysis
tools that might help in the collection and analysis of model
inputs and outputs. Some of the multicriteria methods in use can
be further developed. For example, which procedures should be
used for validating the descriptors of performance in use? Should
category bounds be linked with targets and with ceilings? Last
but not the least, the proposed model should be tested within
schools other than engineering ones to investigate whether it
respects the evaluation context in other scientific domains. In
fact, one should be aware that disciplines might differ in their
preferred approach to knowledge transmission.

One final note to refer that the socio-technical process devel-
oped at IST and addressed in this article followed a modern [53]
decision analysis approach that is a mixture of ‘‘engineering
science’’ and ‘‘clinical art’’, as defined by Buede [54], where we
acted as impartial facilitators and decision analysts. We believe
that, however, it is not contradictory with this role to assert that,
as faculty members, we subscribe the ‘Criteria for Accreditation’
defined by the Southern Association of Colleges and Schools in the
USA [18]: ‘‘An institution must conduct periodic evaluations of
the performance of individual faculty members. The evaluation
must include a statement of the criteria against which the
performance of each faculty member will be measured. The
criteria must be consistent with the purpose and goals of
the institution and be made known to all concerned. The institu-
tion must demonstrate that it uses the results of this evaluation
for the improvement of [its] faculty and its educational program’’.
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