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Easily accessible patent databases and advances in technology have enabled the exploration of organizational

innovation through the analysis of patent records. However, the textual content of patents presents obstacles

to gleaning useful information. In this study, we develop an expert system framework that utilizes text and

data mining procedures for analyzing innovation through textual patent data. Specifically, we use patent ti-

tles representing the innovation activity at one company (SAP) and perform a bibliometric analysis using our

proposed framework. Enterprise software, of which SAP is a pioneering developer, must serve a wide assort-

ment of functions for companies in many different industries. In addition, SAP’s sole focus is on enterprise

software and it is a market leader in the category with substantial patent activity over the last decade. Using

our framework to analyze SAP’s patent activity provides a demonstration of how our bibliometric analysis

can summarize and identify trends in innovation in a large software company. Our results illustrate that SAP

has a breadth of innovative activity spread over the three-tier software engineering architecture and a lack of

topical repetition indicative of limited depth. SAP’s innovation is also seen to emphasize data management

and quickly integrate emerging technologies. Results of an analysis on any company following our frame-

work could be used for a variety of purposes, including: to examine the scope and scale of innovation of an

organization, to examine the influence of technological trends on businesses, or to gain insight into corporate

strategy that could be used to aid planning, investment, and purchasing decisions.

© 2015 Elsevier Ltd. All rights reserved.
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. Introduction

Innovation is of interest to academics and practitioners alike.

t has been examined for decades using several approaches and

or a variety of means. Innovation’s link to company performance

as been extensively studied (Leidner, Lo, & Preston, 2011; Noruzy,

alfard, Azhdari, Nazari-Shirkouhi, & Rezazadeh, 2013; Srivard-

ana & Pawlowski, 2007). Research has approached innovation at

ultiple levels. At the most coarse-grained levels, the influence of

nnovation on national or global economies is of interest (Hicks,

reitzman, Olivastro, & Hamilton, 2001; Slater, 2012). In many cases,

nnovation across an industry has been of primary interest (Pullen,

e Weerd-Nederhof, Groen, & Fisscher, 2012; Tajeddini & Trueman,

012). These studies explore innovation as a competitive advantage
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Adegoke, Walumbwa, & Myers, 2012), to aid in evaluation of merger

ctivity within an industry (Breitzman & Mogee, 2002; Breitzman &

homas, 2002), as an assessment of service quality (Song, Song, & Di

enedetto, 2009), to explore emerging technologies within an area

Daim, Rueda, Martin, & Gerdsri, 2006; Kim, Suh, & Park, 2008), as a

ool for sustainability/green initiatives (Bos-Brouwers, 2010; Chen &

hang, 2013), or to examine technological strategies within an indus-

ry (Ashurst, Freer, Ekdahl, & Gibbons, 2012; Han, Kim, & Srivastava,

998; Schmoch & Schnoring, 1994). At the organizational or firm

evel, management of innovation (Sundbo, 1997) and enhancement

f business planning (Lee, Yoon, Lee, & Park, 2009; Zippel-Schultz &

chultz, 2011) may be the goal.

Various researchers have approached the study of innovation us-

ng patent data. Patent data has been examined using a variety of

pproaches and procedures for several purposes. Hicks et al. (2001)

sed patent bibliometrics to investigate the changing composition of

nnovative activity in the US. They noted patent indicators pointing to

ignificant innovation in information and health technologies. Daim

t al. (2006) point to the difficulties of forecasting when there is no
istorical data available and used a combination of bibliometrics and
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patent analysis to forecast emerging technologies in the areas of fuel

cells, food safety, and optical storage.

Siwczyk, Warschat, and Spath (2012) note that patents are used to

protect innovative ideas and describe the use of patents as a source of

new ideas in the early phases of technology management processes.

They also discuss the need for software solutions to facilitate patent

analysis as patent databases continue to grow. To advance software

to explore patents, Kim et al. (2008) used a k-Means clustering al-

gorithm to create patent maps for ubiquitous computing technology.

Shih, Liu, and Hsu (2010) propose a patent trend change mining ap-

proach to examining patent activity and use it to examine trends in

industry and company activities in Taiwan’s semiconductor industry.

Lee, Yoon, and Park (2009) used a combination of text mining and

principal component analysis to identify “patent vacancies” in patent

maps to help identify new technology creation opportunities. Yoon

and Kim (2011) noted that patents are good sources of information re-

lated to technological change while Yoon, Park, and Kim (2013) used

natural language processing of patent text to identify technological

competition trends finding “patent vacuums” and “technological hot

spots”. Chen (2009) used experts to assist in the formation of a patent

map for car industry patents. Chen (2009) suggests that patent maps

can be created using the process detailed in the study by any com-

pany that wishes to use the resulting patent map as a strategic tool.

Previous research indicates that analyzing patent data can lead to

many beneficial outcomes, such as detecting trends in innovation and

forecasting emerging technologies. It has also been suggested in pre-

vious research that methodologies for conducting patent analysis, es-

pecially textual content, may be useful to companies in identifying

strategic opportunities in a company’s own patent activity, compar-

ing innovation or R&D approaches between units, companies or in-

dustries, or identifying industry opportunities. Patent analysis as a

means to assess innovation could also be leveraged in merger and ac-

quisition decisions or large-scale capital purchases where the health

and innovation status of the company is important in assessing access

to future product development and support.

In the current study, we propose an expert system framework for

analyzing innovation through patent data that combines techniques

from text and data mining to conduct temporal and textual analy-

ses of patent activity. We utilize a combination of text and data min-

ing procedures similar in nature to many of the procedures seen in

the previous expert system approaches to patent analysis described

above. However, our approach combines different procedures and

stages of analysis than previous studies, that depending on the de-

sired outcome, could provide a more robust and flexible analysis. Our

framework combines traditional text and data mining techniques and

a combination of open source, freeware, commercial, and research

tools is used to implement the procedures. Our framework is flexible

enough that any similar tool or relevant procedure could be substi-

tuted or added respectively.

To illustrate our framework, we perform a bibliometric analysis

of SAP’s patent data. SAP is the market leader for enterprise resource

planning software (more generically called enterprise software).

Enterprise software is by definition complex and wide-ranging. To

adequately handle the system infrastructure needs of large compa-

nies or organizations, the software must contain logic for all business

functions. Enterprise software serves as the information technology

backbone for a company, and as such, needs to be customizable

and flexible to meet the needs of organizations that vary in size,

scope, purpose, etc. Competitors of SAP range from smaller software

companies focused on a particular business function (e.g., HighJump

Software and SalesForce) to large, diversified software companies

that offer enterprise software as part of a larger portfolio of other

software products (e.g., Oracle and Microsoft).

Software is a dynamic and innovative subset of the technology

industry and SAP provides one of the most complex examples of

software that is heavily utilized by business. In addition, SAP’s
ole focus is to produce and support enterprise system software.

AP is reported as the market leader in the business-management

oftware market with a 24% market share according to Gartner, Inc.

Norton, 2014). Oracle is reported as the next closest competitor

ith a 12% market share (Norton, 2014). Sage, Infor, and Microsoft

re reported to make up a combined 17% of the market with a

arge number of companies holding market shares of 3% or less

http://www.statista.com/statistics/249637/erp-software-market-

hare-by-company/) making up the remaining market share. Nearly

0% of the Fortune 500 companies use SAP software and 63% of the fi-

ancial transactions are at least partially processed with SAP software

http://fortune.com/2012/03/29/inside-saps-radical-makeover/).

SAP has a history of innovation (Leimbach, 2008), currently

emonstrated by SAP Predictive Analytics in addressing the ongoing

hallenges of big data and SAP HANA (High-Performance Analytics

ppliance) in the area of the in-memory computing needed to facili-

ate predictive analytics. It has been noted that SAP’s growth has been

ssisted by its focus on in-memory computing driven by HANA that

mproves performance by attempting to minimize time spent trans-

erring data from permanent storage, in part because SAP was one

f the first to move into this area (Ashford, 2011). Of all other enter-

rise software companies SAP has the most patent activity and is the

nly company with substantial patent activity that is focused solely

n enterprise software, making SAP the ideal option to study inno-

ation within a single software developer in this industry. Thus, SAP

rovides a good case study for our framework that may shed insight

nto the innovation strategies of one of the world’s most important

orporate software providers.

The rest of the paper is organized as follows. In the next sec-

ion, we review the history and development of enterprise systems to

how the historical evolution of this software category. This provides

historical presentation of a quickly evolving industry and illustrates

he pace of technological and business function integration. The re-

iew motivates our choice of enterprise software as a case study and

ssists with the interpretation of the findings from the application of

he framework. In Section 3, we will describe the data collection and

ethodology, following with the analysis and discussion in Section 4.

e offer conclusions and directions for future work in Section 5.

. Background and motivation for case study

.1. Enterprise systems and SAP

Since the 1960s, computer systems for enterprise management

ave grown, now encompassing all aspects of an organization, and

ave branched out into activities related to supply chain man-

gement. The development of software programs to help compa-

ies manage specific processes (e.g. inventory and order manage-

ent) presented attractive possibilities as computer use in busi-

ess proliferated throughout the 1960s. The process of integrating all

ctivities of a firm into a single application eventually evolved into

enterprise systems” (ES) that attempt to allow firms to electroni-

ally manage most (or all) of their business activity (Collignon, James,

Cook, 2010). Collignon et al. (2010) developed a time line to illus-

rate the development of Enterprise Systems from their beginnings as

nventory management systems, through their evolution into Mate-

ial Requirements Planning and then to Enterprise Resource Planning

ERP) software and beyond (Fig. 1).

The term ERP was introduced early in the 1990s to differentiate

he fully integrated business applications software of SAP and oth-

rs from the business software of older companies (Campbell-Kelly,

003). ERP software systems provide the information backbone to

upport the infrastructure of many companies. Standard functions

uch as ordering materials, scheduling production, sales and oper-

tions planning, and general accounting functions are managed by

http://www.statista.com/statistics/249637/erp-software-market-share-by-company/
http://fortune.com/2012/03/29/inside-saps-radical-makeover/
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Fig. 1. ERP timeline.

Table 1

SAP solution categories (http://go.sap.com/solution.html).

Analytics Content and collaboration

Enterprise resource planning Financial management

Supply chain management Supplier relationship management

Customer relationship management Human capital management

Data management
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1 http://www.forbes.com/companies/sap/.
RP systems and initial implementations of ERP systems focused on

hese types of transactional and record keeping tasks within enter-

rises (Holtsapple & Sena, 2005). Billions of dollars have been spent

y enterprises to buy and implement ERP systems and the purchase

nd implementation of ERP software by any company is a major en-

eavor.

Enterprises regularly use the information provided by ERP sys-

ems to facilitate improved integrated decision-making based on

ystem level conditions and considerations. Palaniswamy and Frank

2000) describe the need for organizations to work quickly with

ther organizations to make strategic decisions. ERP systems pro-

ide a mechanism to facilitate this type of strategic action across

nterprises. Yusuf, Gunasekaran, and Abthorpe (2004) and Yao and

e (2000) report that ERP capabilities are increasingly important be-

ause of the ability of ERP to integrate the flow of financial and op-

rations informations as well as material and resources to support

trategic activities. ERP systems are the infrastructure to provide the

ata and information needed for companies to analyze innovation

ossibilities for new product offerings and new market entrances,

hus supporting the continuing evolution of agile, demand-driven

upply chains.

SAP, the world’s largest provider of business software (Campbell-

elly, 2003; Wolde, 2012) including the best known of these enter-

rise management systems, was developed by SAP AG in Germany in

he early 1970s. SAP is the market share leader with 24% of the world

arket according to Gartner, Inc. (Norton, 2014). The dependence of

ajor companies throughout the world on SAP software is significant

s noted by Campbell-Kelly (2003), who stated that if SAP version R/3

ere to cease to exist: “the industrial economy of the Western world

ould come to a halt, and it would take years for substitutes to close

he breach in the networked economy”.

SAP provides a number of solution categories (Table 1) and re-

orts that they have more than 291,000 customers in 190 countries

http://www.sap.com/corporate-en/our-company/index.epx). Addi-

ionally SAP provides industry-specific solutions for more than 25 in-

ustries (Table 2). The SAP ERP system remains the most deployed of

he SAP solutions (Missbach, Stelzel, Gardiner, Anderson, & Tempes,

013).

SAP’s 2014 revenues were reported to be €17.56 billion, which is

4% increase from 2013 (Forbes, 2015). SAP is number 190 on the

orbes’ world’s biggest public companies 2015 ranking with $23.29
illion in sales and 74,406 employees.1 The annual growth rate of SAP

evenues between 1973 and 2006 ranged from −5.2% (the only neg-

tive rate) to 104.8% in 1989 (Leimbach, 2008). The average revenue

rowth rate during that 34-year time period was 37.5%. Appendix A

rovides a brief history of SAP.

. Data collection and methodology

.1. Data collection

The U.S. Patents and Trademark Office (USPTO) provides a search-

ble database of patent applications from the years 2001–present.

atent applications were used rather than issued patents due to the

act that it typically takes 4–6 years for a patent to be issued, which

akes issued patent data less complete. Given the long delay in ap-

earance of issued patents and the number of other factors that have

role in the final acceptance of a patent, patent applications provide

more complete and robust view of the innovative activity of SAP.

owever, while less pronounced, there is still a lag in the recording

f patent applications. Therefore, at the time of collection, years 2011

nd 2012 may still not be fully complete. It can be seen in Table 3, that

he number of patent applications obtained from these two years is

till quite large in comparison to SAP’s yearly activity prior to 2011. In

ddition, while we collected what had been filed thus far in 2013, the

ate of collection was February 13th. Thus, 2013 is only a partial year

ollection.

We searched the USPTO database (http://patft.uspto.gov/) for

atent applications where the assignee name was SAP. Following the

atabase convention, the query string used was “an/SAP”. The “an” in

he query string refers to assignee name, which by the USPTO defini-

ion is: “the name of the individual or entity to whom ownership of

he published application was assigned at the time of publication”

http://appft.uspto.gov/netahtml/PTO/help/helpflds.html). As of the

ollection date, SAP was the assignee on 1724 patent applications

rom 2001–February 2013.

.2. Methodology

To explore SAP’s innovative activity, we utilized text and data min-

ng procedures to perform our bibliometric analysis. Our application

f these procedures provides the data used to perform the stages of

ur analysis as specified in our expert system framework for analyz-

ng innovation through patent data shown in Fig. 2. In what follows,

e will briefly describe the framework, its relation to traditional bib-

iometric analysis, and our implementation. For greater detail on the

mplementation of specific text or data mining procedures refer to

ppendix B.

Using text mining tools, we extract textual content from patent

pplication titles in order to quantify patent application activity

ver time (Stage 1), identify topical areas of interest and patterns

http://go.sap.com/solution.html
http://www.sap.com/corporate-en/our-company/index.epx
http://patft.uspto.gov/
http://appft.uspto.gov/netahtml/PTO/help/helpflds.html
http://www.forbes.com/companies/sap/
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Table 2

SAP industry strategy solutions (http://www.sap.com/industries/index.epx).

Aerospace and defense High tech Oil and gas

Automotive Higher education and research Professional services

Banking Industrial machinery and components Public sector

Chemicals Insurance Retail

Consumer products Life Sciences Telecommunications

Defense and security Media Transportation and logistics

Engineering, construction, and operations Mill products Utilities

Healthcare Mining Wholesale distribution

Table 3

Frequency of patent applications and word roots per year.

Year Number of patents Words count > 5

2002 1

2003 4

2004 20 method(s) - 12, system(s) - 14

2005 90 comput(ation, ed, er, erized, ing) - 5, defin(ed, ing, ition) - 5, promotion - 5, auto(mated, matic, matically, mation) - 6, sale(s) - 6, allocat(ing, ion)

- 7, product(s) - 8, assortment - 9, us(age, e, ing) - 9, data - 11, manag(ed, ement, er, ing) - 11, pric(e, ing) - 11, process(es, ing) - 11, order(s, ing)

- 13, purchas(e, ing) - 14, plan(ned, ning) - 15, method(s) - 68, system(s) - 68

2006 77 application(s) - 5, file(s) - 5, generat(e, ed, ing, ion, or) - 5, integrat(ed, ing, ion) - 5, interface(s) - 5, support(ed, ing) - 5, us(age, e, ing) - 5, web -

5, process(es, ing) - 6, service(s) - 7, data - 12, manag(ed, ement, er, ing) - 13, method(s) - 43 system(s) - 43

2007 222 access(ing) - 5, commerce - 5, configur(able, ation, ing) - 5, employ(ee, ing, ment) - 5, graphic(al, ally) - 5, map(ping) - 5, site - 5, source(s) - 5,

support(ed, ing) - 5, tool(s) - 5, execut(able, ing, ion) - 6, seller’s - 6, environment(s) - 7, integrat(ed, ing, ion) - 7, monitor(ing) - 7, order(s, ing)

- 7, web - 7, control(led, ling, s) - 8, dynamic(ally) - 8, multi(ple) - 8, apparatus(es) - 9, auction(s) - 9, business - 9, context - 9, enterprise - 9,

model(s, ing) - 9, table(s) - 9, comput(ation, ed, er, erized, ing) - 10, generat(e, ed, ing, ion, or) - 10, product(s) - 10, interface(s) - 11,

information - 13, software - 14, auto(mated, matic, matically, mation) – 16, object(s) – 16, user(s) - 16, application(s) – 17, manag(ed, ement,

er, ing) – 17, data – 20, service(s) – 20, base(d) – 21, provid(er, ers, ing) – 21, process(es, ing) – 24, system(s) – 118, method(s) - 120

2008 305 architectur(al, e, es) - 5, compos(ing, ite, ition) - 5, exchang(e, ing) - 5, monitor(ing) - 5, oriented - 5, present(ation, ing) - 5, server(s) - 5, tool(s) -

5, virtual(ized) - 5, access(ing) - 6, cent(er, ral, ralized, rally, ric) - 6, common - 6, configur(able, ation, ing) - 6, develop(ing, ment) - 6,

document(ation, s) - 6, enhanc(ed, ing) - 6, implement(ation, ations, ed, ing) - 6, network(s, ed) - 6, pattern(s) - 6, search(able, ing) - 6,

structur(e, ed, es, ing) - 6, time - 6, auto(mated, matic, matically, mation) - 7, client - 7, content(s) - 7, display(ing) - 7, evaluat(ing, ion) - 7,

integrat(ed, ing, ion) - 7, support(ed, ing) - 7, web - 7, xml - 7, communication(s) - 8, context - 8, distribut(ed, ion) - 8, dynamic(ally) - 8,

generic - 8, messag(e, es, ing) - 8, plan(ned, ning) - 8, test(ing) - 8, trac(e, es, ing) - 8, comput(ation, ed, er, erized, ing) - 9, product(s) - 9,

database(s) - 10, framework - 10, generat(e, ed, ing, ion, or) - 10, multi(ple) - 10, control(led, ling, s) - 11, enterprise - 11, us(age, e, ing) - 13,

model(s, ing) - 14, provid(er, ers, ing) - 14, service(s) - 14, information - 15, user(s) - 15, apparatus(es) - 18, software - 18, base(d) - 19,

business - 19, interface(s) - 19, process(es, ing) - 22, application(s) - 23, object(s) - 27, manag(ed, ement, er, ing) – 31, data – 46, system(s) –

112, method(s) - 122

2009 194 access(ing) - 5, auto(mated, matic, matically, mation) - 5, consisten(cy, t) - 5, environment(s) - 5, human - 5, program(s) - 5, supply - 5,

support(ed, ing) - 5, valid(ate, ating, ation, ity) - 5, ware - 5, architectur(al, e, es) - 6, base(d) - 6, context - 6, enhanc(ed, ing) - 6, execut(able,

ing, ion) - 6, implement(ation, ations, ed, ing) - 6, multi(ple) - 6, secur(e, ely, ing, ity) - 6, database(s) - 7, dynamic(ally) - 7, framework - 7,

information - 7, interface(s) - 7, item - 7, product(s) - 7, heterogeneous - 8, item(s) - 8, structur(e, ed, es, ing) - 8, table(s) - 8, comput(ation, ed,

er, erized, ing) - 9, provid(er, ers, ing) - 9, apparatus(es) - 11, software - 12, us(age, e, ing) - 12, application(s) - 15, service(s) - 15, business - 16,

object(s) - 17, data - 18, process(es, ing) - 20, model(s, ing) - 22, manag(ed, ement, er, ing) - 27, method(s) – 77, system(s) - 77

2010 251 cent(er, ral, ralized, rally, ric) - 5, custom(izable, ization, ized, izing) - 5, defin(ed, ing, ition) - 5, determin(ation, ing) - 5, device(s) - 5,

distribut(ed, ion) - 5, event(s) - 5, handling - 5, hierarch(y, ies, ical) - 5, messag(e, es, ing) - 5, monitor(ing) - 5, perform(ance, ing) - 5, quer(ies,

y) - 5, reusable - 5, structur(e, ed, es, ing) - 5, type(s) - 5, analy(ses, sis, tical, tics, zing) - 6, code - 6, document(ation, s) - 6, dynamic(ally) - 6,

enhanc(ed, ing) - 6, implement(ation, ations, ed, ing) - 6, program(s) - 6, support(ed, ing) - 6, time - 6, communication(s) - 7, network(s, ed) -

7, server(s) - 7, transaction(s, al) - 7, auto(mated, matic, matically, mation) - 8, environment(s) - 8, framework - 8, product(s) - 8, resource(s) -

8, apparatus(es) - 9, user(s) - 9, base(d) - 10, design(er) - 10, provid(er, ers, ing) - 10, architectur(al, e, es) - 11, configur(able, ation, ing) - 11,

database(s) - 11, enterprise - 11, model(s, ing) - 11, information - 12, business - 13, generat(e, ed, ing, ion, or) - 13, interface(s) - 13, secur(e, ely,

ing, ity) - 13, multi(ple) - 16, object(s) - 18, service(s) - 18, process(es, ing) - 19, us(age, e, ing) - 20, comput(ation, ed, er, erized, ing) - 22,

manag(ed, ement, er, ing) - 23, software - 28, application(s) – 35, data – 42, method(s) – 103, system(s) - 117

2011 212 analy(ses, sis, tical, tics, zing) - 5, communication(s) - 5, component(s) - 5, configur(able, ation, ing) - 5, dynamic(ally) - 5, information - 5,

parameter(s) - 5, resource(s) - 5, rule(s) - 5, structur(e, ed, es, ing) - 5, tool(s) - 5, valid(ate, ating, ation, ity) - 5, web - 5, database(s) - 6,

quer(ies, y) - 6, consisten(cy, t) - 7, event(s) - 7, execut(able, ing, ion) - 7, heterogeneous - 7, provid(er, ers, ing) - 7, support(ed, ing) - 7, value(s)

- 7, access(ing) - 8, enterprise - 8, framework - 8, integrat(ed, ing, ion) - 8, perform(ance, ing) - 8, secur(e, ely, ing, ity) - 8, control(led, ling, s) -

9, comput(ation, ed, er, erized, ing) - 10, multi(ple) - 10, us(age, e, ing) - 11, user(s) - 12, generat(e, ed, ing, ion, or) - 13, object(s) - 13, base(d) -

15, model(s, ing) - 15, service(s) - 17, interface(s) - 22, business - 23, process(es, ing) - 24, manag(ed, ement, er, ing) - 28, application(s) – 31,

data – 33, method(s) – 78, system(s) - 92

2012 322 cloud - 5, code - 5, compliance - 5, configur(able, ation, ing) - 5, custom(izable, ization, ized, izing) - 5, document(ation, s) - 5, function(s, ality) -

5, generic - 5, hierarch(y, ies, ical) - 5, item - 5, item(s) - 5, log(ging) - 5, mobile - 5, monitor(ing) - 5, operation(s, al) - 5, oriented - 5,

perform(ance, ing) - 5, plan(ned, ning) - 5, report(s, ing) - 5, resource(s) - 5, rule(s) - 5, semantic(ally) - 5, social - 5, task(s) - 5, tool(s) - 5, web

- 5, control(led, ling, s) - 6, design(er) - 6, develop(ing, ment) - 6, environment(s) - 6, guid(e, ed) - 6, handling - 6, modul(e, es, ar) - 6,

multi(ple) - 6, shar(e, ed, ing) - 6, structur(e, ed, es, ing) - 6, table(s) - 6, time - 6, upgrad(e, ing) - 6, access(ing) - 7, context - 7, display(ing) - 7,

dynamic(ally) - 7, apparatus(es) - 8, calculat(ing, ion) - 8, engine - 8, event(s) - 8, execut(able, ing, ion) - 8, analy(ses, sis, tical, tics, zing) - 9,

architectur(al, e, es) - 9, component(s) - 9, optimiz(ation, izing) - 9, search(able, ing) - 9, enterprise - 10, framework - 11, information - 11,

secur(e, ely, ing, ity) - 11, test(ing) - 11, auto(mated, matic, matically, mation) - 12, distribut(ed, ion) - 12, network(s, ed) - 12, comput(ation,

ed, er, erized, ing) - 13, provid(er, ers, ing) - 13, software - 13, database(s) - 15, generat(e, ed, ing, ion, or) - 16, us(age, e, ing) - 18, integrat(ed,

ing, ion) - 19, interface(s) - 19, model(s, ing) - 20, user(s) - 23, application(s) - 24, service(s) - 24, object(s) - 26, manag(ed, ement, er, ing) - 27,

base(d) – 35, data – 40, business – 42, process(es, ing) – 46, method(s) – 95, system(s) - 107

2013 26 consisten(cy, t) - 8, heterogeneous - 8, interface(s) - 8, manag(ed, ement, er, ing) - 9, system(s) - 9, object(s) - 10, business - 12

http://www.sap.com/industries/index.epx
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Fig. 2. Expert system framework for analyzing innovation through patent data.
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Stage 2), and illustrate temporally the trends discovered (Stage 3).

hese are methods of bibliometric analysis, which has been applied

n many domain areas to isolate topical areas and trends. For ex-

mple, Ding, Chowdhury, and Foo, 2001used it to identify patterns

n the literature on information retrieval and Li, Ding, Feng, Wang,

nd Ho (2009) looked for trends in stem cell research; both utilized

rticle titles in their work. Patent titles share the same richness of

cademic literature and are therefore an appropriate level of analysis

nd are consequently implemented in this study.

Bibliometrics consists of quantitative methods to analyze litera-

ure (De Bellis, 2009) and has been applied to patents, as patents are

form of publication (Gupta & Pangannaya, 2000; Daim et al., 2006).

t often focuses on co-authorship networks, as well as text frequency

nd co-occurrence. Bibliometrics may employ text analysis strategies

o examine word frequency and co-occurrence (see, for example, De

akker, Groenewegen, and Den Hond, 2005). In Stage 4, we apply fre-

uent itemset mining, a data mining procedure on the textual content

o look for frequently occurring sets of words over all patent titles. We

id not examine co-authorship since our intention is to examine in-

ovation within a company rather than surrounding a topical area.

owever, co-authorship is often examined by using network analy-

is that demonstrates the relationships between various authors. We

dopt this approach, but apply it to the text rather than the authors.

n Stage 5, we calculate and examine the network metrics for a co-

ccurrence matrix created from the parsed text data. We then explore

he relationships between the words, that is, identify word groupings

hat share patent application titles (Stage 6).

The framework in Fig. 2 illustrates the procedures applied to ma-

ipulate the data for each stage of the analysis. First, we applied the

otation and sort procedure (Conlon, Lukose, Hale, & Vinjamur, 2007)

o all the patent application titles to identify phrases. We then used

ode written by the research team to parse the patent application ti-

les, remove the stop words (see Appendix B), and manually stemmed

he words. Our resulting data set contained n = 653 unique roots from

= 1724 patent application titles. The code provided the data set as

n (m, n) matrix called a word occurrence matrix, where a 1 in cell (m,

) denotes that title m contains word root n. The data resulting from

he application of these procedures allowed us to perform the analy-

es in Stages 1, 2, 3, and 4 of the framework, the results of which will

e presented in Section 4. Using the word occurrence matrix, we cre-
ted a co-occurrence matrix (n, n), where a 1 in cell (x, y) denotes that

ord x is in at least one patent application title with word y. We then

an a grouping genetic algorithm (James, Brown, & Ragsdale, 2010) on

he co-occurrence matrix to obtain clusters of words that appear in

ommon patent application titles. These data sets support the analy-

es in Stages 5 and 6 of the framework. Please refer to Appendix B for

ore detail on the application and workings of the procedures. In the

ext section, we will provide a discussion of the analyses and results

rom Stages 1 through 6 of the framework.

. Bibliographic analysis

In Stage 1, we performed a temporal analysis of the textual con-

ent. Table 2 shows that SAP’s patent application activity did not re-

lly begin to be prominent until 2005. From 2007 to 2012, the number

f patent applications reported for SAP has been approximately 200 a

ear. The number of patent applications and the prominent keywords

rom the titles are shown in columns 2 and 3 respectively.

Fig. 3 gives a secondary illustration of the temporal analysis, by

resenting meaningful keywords from the three tiers and the sup-

orting technologies. The figure illustrates their introduction and the

ears thereafter they also appeared in significant number. In 2005,

focus on traditional business areas can be seen: sales/pricing and

urchasing/ordering. In 2006, we see the introduction of a focus on

ser interfaces, which continues until 2012 (the last year for which

ignificant data can be obtained); this is a top tier emphasis that can

lso be seen in Fig. 4 (which maps the entire data set over all years

o the tiered software architecture). Other logic tier keywords that

ppear include ecommerce, seller, auction, mapping (2007), supply

2009), transaction, analysis (2010), semantic, and social (2012). This

hows a correspondence to what we know about business themes

nd the history of SAP described in Section 2 and Appendix A. At the

eginning, SAP’s patent activity shows some focus on the core busi-

ess concepts that often form the base of an enterprise system. By the

id-to-late 2000’s, the business world was seeing the quick introduc-

ion of web-enabled e-commerce systems and the temporal analysis

eflects that in SAP’s patent activity. We see the keyword enterprise

ppear in 2007 and remain relatively constant. In Fig. 4, we see that

his is typically part of the phrases “enterprise service”, “enterprise

oftware”, “enterprise system”, or “enterprise resource planning”. By

he late 2000’s a focus on supply chain management can be seen in

he industry, which appears around this time in SAP’s patent activ-

ty as well. The current business environment is heavily promoting

nalytics and transaction level analysis, as well as social applications

nd text mining. In 2012, we see some of this influence reflected in

AP’s patent activity. This analysis lends credence to the suggestion

f business world demands influencing SAP’s innovation.

The data tier is represented in this analysis as well. The promi-

ence of the keyword database begins in 2008. We also see the intro-

uction of the keyword cloud in 2012, which is a very popular storage

ption for many companies at present. Topics in all of the primary

upporting technology areas are represented in Fig. 3. The auditing

unctions “trace” and “monitor” appear relatively early in the time-

ine. Access control and security, which represent the methods to pro-

ect confidentiality and integrity of data figure predominately in the

imeline. Platforms and connectivity keywords are present: server,

eb, mobile, and network. The introduction of “mobile” in 2012 is

nteresting as there has been a very recent push towards migrating

oftware functionality to mobile platforms. This trend appears to be

ustomer driven, in that large-scale use of mobile platforms by users

re making it very attractive for businesses to provide mobile solu-

ions. Programming concepts also appear in the introduction of xml

nd event handling.

Over all years, there were 1724 patents. Out of these patents,

53 unique, meaningful word roots were extracted. Only 100 of

he word roots were used in 17 or more patent applications titles
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Fig. 3. Timeline of key concepts from SAPs patent applications.

Fig. 4. Text analysis organized under three-tier software engineering architecture [count(years)].
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approximately 1% of the titles). The two-word roots that appeared

ost frequently were system(s) and method(s), which are not very

escriptive. These two-word roots were present in approximately 40%

f the titles. Interestingly, the next most frequent word, data, ap-

eared in only 230 titles (approximately 13%). There were only 11

oots that appeared in more than 100 titles. This indicates that word

oot occurrence matrix is sparse. That is, the words were not fre-

uently reused in the titles. This indicates that SAP may have quite

bit of variety in their areas of innovation, but little repetition.

In Stage 2, we determined that the textual content from SAP’s

atent activity could be mapped to the three-tier software engineer-

ng architecture to assist in interpretation. The three-tier software en-

ineering architecture separates software into three conceptual lev-

ls. In software engineering the business logic layer is often referred

o as the middle tier (logic tier or application tier) of the three-tiered

rchitecture (Froese, Yu, Liston, & Fischer, 2000). In an enterprise sys-

em, this is where the logic for the primary business functions (e.g.,

nventory and order management) resides. The top tier (presentation

ier) revolves around the user interfaces to the system. In this tier, the

mphasis is on usability of the system and presentation in formats

hat enhance the user experience and the usefulness of the system.

he bottom tier is the data tier. This tier is typically a data manage-

ent system of some kind. The data tier is especially important to en-

erprise systems because of the large volume of data that businesses

enerate and especially appropriate due to a corporate focus on data

nalytics.

Software solutions often depend on other technology to function

ell. For enterprise systems, these supporting technologies include:

ardware, security solutions (integrated or added-on), networking

ervices, programming services, data management (software and

ardware) platforms, and testing, implementation, and support func-

ions. These supporting technologies are needed to run the software

ystem (servers, storage), required to let businesses utilizing the soft-

are systems communicate among themselves through the software

networking), necessary to protect the integrity and confidentiality

f data collected and maintained (security), required to store and

anage the data collected (database management systems, cloud

ervices), and necessary to support development (programming lan-

uage). These are just a few examples, but for complex software sys-

ems, these supporting technologies are plentiful and quite integral.

he tight coupling of the software systems with these supporting

echnologies is likely to drive familiarity and therefore innovative ac-

ivity that integrates these technologies.

Fig. 4 illustrates the results of the text analysis of all patent appli-

ation titles for all years in the data set (2001,Feb. 2013) mapped to

he three-tier software engineering architecture. In this figure, mean-

ngful words that reoccur in the patent application titles have been

dentified from the text analysis and categorized based upon their re-

ation to the three-tier architecture and the supporting technologies.

ext to each term, the frequency with which it appears in the titles

s displayed, along with the years in which it appears in parenthe-

es. The rotation and sort procedure provides the ability to extract

hrases, which can be seen in Fig. 4 as well. These terms were manu-

lly extracted using the following criteria: the word or phrase had to

ccur in four or more patent application titles, be meaningful, and be

elevant to one of the elements of the classification (a tier or a sup-

orting category). By manually extracting the words and phrases at

his stage, we were able to use context to categorize the term within

he architecture. In other words, we were able to use the full or par-

ial titles to provide further context for the classification. As can be

een from examining Table 2, not all frequently occurring words are

hown in Fig. 4. Only those that were meaningful could be appro-

riately classified. Approximately 30 2-word phrases were identified.

n the case of frequently occurring 2-word sets, the individual words

re also part of the totals given to the side in the instances where

he single word is classified. We were able to locate only one repeat-
ng, meaningful phrase containing over two words, “Enterprise Re-

ource Planning”, which is the category of software. It is interesting

hat in the patent titles, this phrase occurs only four times. The fre-

uent itemset analysis by definition will find all frequent 2-item sub-

ets, including phrases (although it will not identify them as phrases).

hile we will see below that we used a higher threshold for occur-

ence in the frequent itemset analysis, we could use the output to

ouble-check that the manual process did not miss any frequently

ccurring k-word phrases.

It can be seen in Fig. 4 that the quantity of meaningful terms

s quite plentiful. However, the counts (frequencies) also illustrate

low amount of repetition in use. This indicates that SAP’s inno-

ation has breadth, but not much depth. The grouping of the terms

nto the framework presented in Fig. 4, allows us to gain a visual

ppreciation of the spread of the activities over the tiers and the

upporting technologies. It is shown that SAP is actively exploring

nterface design activities, which is evidenced by the repetitious

se of “user interface”, “graphical user interface”, and “consistent

nterface”. The idea of presenting a consistent interface to users is a

pecific design requirement. Visualization, personalize, etc. describe

ctive efforts to present data in a useable way. The business logic tier

llustrates activities in most major business functions: retail, sales,

rocurement, financial, accounting/tax, payment, scheduling, supply

hain, customer relationship, etc. Also present is the basic logic un-

erlying most computerized processes: query, optimization, simula-

ion, retrieval, reporting, search, decision support, etc. The data tier is

lso well covered, with major types of data and representations: data

bject, file, table, schema, metadata, tree, etc. Storage is represented

s well: database and data warehouse. The same trend of broad cov-

rage is apparent in the supporting technologies. Hardware systems

nd platforms are recognizable: computer system, distributed sys-

em, device, and mobile. One interesting technology that appears in

his category is RFID (radio frequency identification). This hardware is

eing widely implemented for inventory management/supply chain

racking. Networks, e-mail, and communication designate a presence

f networking technologies. Streaming also appears which is nec-

ssary for video applications. Update, upgrade, and testing are sup-

ort areas that would be expected for a software development com-

any. Notable mentions of particular programming languages, Java

nd XML, appear. Typical programming concerns are present in ver-

ioning, cache, calculating, classify, and debugging. An emphasis on

eb-based and web service is important, as many ERP companies are

apidly moving toward SaaS and web-based platforms. The combina-

ion of distributed system and parallel show some migration to par-

llel computing, which is often necessary for large-scale data min-

ng. All major areas of security are present. Password, access control,

uthentication, authorize and password all fall within identity and

ccess management. Encrypt is the major function for confidential-

ty (private). Also not surprising for a data intensive area is an em-

hasis on audit keywords: verify, validate, trace, tracking, monitor,

nd log. Audit technologies help provide data integrity, among other

ses. Again, the analysis points to wide-ranging innovation at SAP and

uite a bit of integration of the supporting technologies, along with

road activity in the tiered architecture model.

In Stage 3, we examined the mapping of the textual content to the

hree-tier software engineering architecture over time. Figs. 5 and 6

ummarize the activity over the tiers and the supporting technologies

ver time, providing a temporal element to the classification. Fig. 5

xplores the occurrence in patent applications of terms classified in

ach tier of the architecture each year. The figure illustrates the num-

er of patents each word in that tier appeared in that year. It can be

een that in most years, terms from the data tier appeared with more

requency than from the other two tiers, followed by the logic tier and

he presentation tier. This is interesting in that it shows a focus on

he data management processes rather than the business logic. That

he backend of the enterprise system is one of the most important
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Fig. 5. Occurrences of words from each tier in patent applications by year.

Fig. 6. Occurrences of words from each supporting technology category in patent ap-

plications by year.
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components cannot be argued, but the emphasis on terms in this cat-

egory where it could be suggested there is less breadth than in the

logic tier is interesting. Fig. 6 provides the same view of the support-

ing technologies. Terms from the algorithmic category are the most

frequent for a majority of years, followed closely by terms in the hard-

ware category. That these two categories have the most focus is not

surprising, as they have been historically very closely tied to software,

they provide the development environment and logic and the plat-

forms to run it. Security has often been an afterthought in software

development, although in recent years, there has been a push to in-

tegrate security more tightly into the software. That it is well repre-

sented in SAP’s patents is encouraging.

In Stage 4, we explored the output of the frequent itemset pro-

cedure. The frequent itemset analysis using the Apriori algorithm re-

vealed no meaningful itemsets other than those already identified in

the earlier text analysis. For the Apriori algorithm to obtain a signif-

icant number of frequent itemsets, the support threshold had to be

reduced to 1.1%. Support is defined as the minimum percentage of

all patent application titles the itemset must appear in to be deemed

frequent. At 1.1%, a pattern must appear in approximately 19 titles to

be deemed frequent. Less than 1.1% became cumbersome for the algo-

rithm. We manually reduced the support in the previous analysis. The

frequent itemset analysis looks for frequent patterns of co-occurrence

only. That is, subsets of words that appear frequently in the same ti-

tles, regardless of proximity to each other in the text. It is interesting

that other than some of the phrases already identified in the previous

analysis, relaxing the requirement of appearing consecutively did not

generate any meaningful new groups of words appearing in the same

titles. However, this result does reinforce the conclusion of breadth of

innovation rather than intensity in a few focal areas.

In Stage 5, we examined the results of the network analysis, which

are illustrated in Figs. 7 and 8. Fig. 7 visualizes the relationship net-

work between the word roots. The nodes represent the 653 word

roots and a line connecting one node with another designates that

those two nodes appear in at least 1 patent application title together.
n an undirected graph representing a square matrix of (653, 653),

here is the possibility of 212,878 arcs. The network in Fig. 7 has

0,864 arcs (relationships). Density is a quantitative measure of how

ensely connected the graph is that is calculated by dividing the

umber of arcs present in the graph by the number possible. The den-

ity of the graph in Fig. 7 is 0.098, which quantitatively shows that the

raph is not very dense. The interpretation is that SAP’s patent appli-

ation titles are not strongly related, which reaffirms once again the

nding that SAP innovates in many areas, but that they do not show

requent repetitious topical areas. Degree denotes the number of arcs

manating from a node. The average degree provides an idea of how

ell connected a node is, which translates to how many other terms

t appears in patents with. The average degree of the network ap-

earing in Fig. 7 is 31.9, which shows that relaxing the co-occurrence

requency requirement indicates some relatedness. Over all years, a

ord root shares at least one patent application title with on average

1 other word roots.

In Fig. 7, nodes of the same shape appearing in a bunch denote

cluster. The clusters are a result of the application of the grouping

enetic algorithm, which provides the data for Stage 6. While not en-

ouraged, the algorithm allows for small groups, even groups of only

ne word. Fig. 8 displays some of the larger groups mapped to the

hree-tier software engineering architecture. Groups that were not

eaningful enough to permit classification or that were very small

ere excluded from the figure. The groups from Fig. 8 are also shown

n Fig. 7. As previously mentioned, this clustering reduces the restric-

ion of frequency in co-occurrence. So these clusters allow for a re-

axed relationship between the members (word roots). They are re-

ated through co-occurrence, but more loosely than in the frequent

temset analysis. However, this analysis allows for more descriptive

roupings of words. For example, in both figures, the group [supply,

hain, encrypt(ed, ion), item(s), rfid, tag(ging, s), trac(e, es, ing)] is

hown. RFID is often used as a way to trace inventory (items) through

supply chain, that encryption is included shows a security support-

ng technology, combined with the hardware supporting technology

RFID) and a business logic area (supply chain). The clusters provide

more expansive context of the activity. While we have determined

n previous analysis that repetition in SAP’s innovation topics is not

igh, but the scope is quite wide, the cluster analysis allows us to

xamine the scope of the innovation with a little more context. The

umber of clusters and the spread over the framework again illus-

rates the large scope of their innovation.

The clusters provide more depth to the areas already identified.

e already have identified a focus on authorization in the security

rea. The clustering algorithm extracts the group (third, party, cer-

ification), which is a specific method. Thus, Fig. 8 provides a loose

verview of SAP’s innovation areas. One notable result of this anal-

sis is to examine the data tier of Fig. 8. The clusters that appear in

he data tier illustrate many of the current topics in data mining:

aggregating, key, characteristics), (evaluating, constraint, patterns),

similarity, search, retrieval, capability), (correlation, decision, real,

ynchronization), (aided, developing, extraction, machine, rule), and

behavior, cache, compression, improved, scheme). Popular topics in

ata mining include: compression, pattern finding using constraints,

orrelation analysis, evaluating patterns found in data, automatic rule

xtraction, etc. The number of large groups that can be mapped to

ata mining shows an interesting emphasis on data mining tech-

iques, which reinforces the earlier finding regarding the importance

f the data tier.

. Discussion and concluding remarks

Fig. 9 presents a high-level summary of our findings from our bib-

iometric analysis of SAP’s patent activity using our expert system

ramework for analyzing innovation through patent data. In Stage 1

e saw that SAP’s patent activity started in earnest in 2005. The
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Fig. 7. SAP patent word clusters (654 words from 1724 patent application titles).
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omplexity of enterprise systems with their heavy dependence on

upporting technologies would suggest that the scope of technolog-

cal areas over which an enterprise company could be innovative

ould be large. The results of Stages 2 and 3 indicate that SAP is

ery actively innovating in a broad array of areas. The data manage-

ent tier receives a great deal of focus in SAP’s innovative activity. It

s also illustrated that emerging technologies are quickly integrated

nto SAP’s innovation. The analyses in Stages 4 and 5 further illus-

rate that SAP’s innovation has significant breadth (i.e., work is being

erformed in many areas) but little depth (i.e., there is not much top-

cal repetition). Findings from Stage 6 illustrate an emphasis on data

ining focus areas, as well as security and other emerging technol-

gy focus areas.

Previous research has suggested that patent analysis can provide

any beneficial outcomes, including: detecting trends in innova-

ion, forecasting emerging technologies, and assisting companies

n determining their own strategic opportunities or assessing their

ompetitors’ strategies. Patent analysis could also be used as part of

etermining the health or status of a company to assist in merger

nd acquisition decisions or large-scale capital purchases where

he health and innovation status of the company is important in

ssessing access to future product development and support.

SAP provided an interesting case study for our framework because

t is a market leader in its software category, produces a software

ystem extremely integral to the functioning of corporations, and

olely focuses on this one software category. Our analysis of SAP illus-

rates that the company is actively innovating in across the three-tier

oftware engineering architecture and supporting services. We show

hat SAP’s patent activity has grown and shows a focus on emerging

echnologies in data mining and security, among others. The analy-

is shows that initial focus on core business logic was later followed
y quick integration of new technologies, which could indicate fore-

hought and a strategy to stay current with technological trends in

ays that can best be integrated into their core business product.

AP’s patent activity shows significant focus on data management

or many years. Considering that analytics has become an increas-

ngly visible business concern, SAP’s activity in this area is timely and

hows an awareness of the importance of utilization of the data their

ystems collect.

Our findings serve to present a corporate-level analysis of innova-

ion trends that could be used by decision-makers within the com-

any itself to consider its innovation or R&D strategies. Alternatively,

maller enterprise software companies could use this analysis to con-

ider their own innovation strategy as they attempt to move further

nto this software space. For example, a company could look at SAP’s

road innovation and quick exploration of emerging technologies and

ollow a similar strategy. Alternatively, it could use this type of anal-

sis to determine an under-represented niche that a company could

ll or an opportunity for a company to develop software to supple-

ent a system like SAP provides. Last, companies considering the

arge-capital purchase that a SAP installation represents could con-

ider this analysis to assist in decision-making. For example, a com-

any considering purchasing SAP could be looking for a software im-

lementation that keeps up with emerging technology trends or a

ompany with great depth in innovation. However, these characteris-

ics may mean a lot of software changes and re-training, as well as a

epth that is not necessary or desired for others.

However, while our analysis can provide insight into the strat-

gy of the recognized leader of enterprise resource planning soft-

are (enterprise systems software), one limitation to our choice of

ompany to analyze is its unique position in the competitive land-

cape. We identified 381 enterprise software companies, other than
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Fig. 8. Network analysis organized under three-tier software engineering architecture.
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SAP, that focused solely on enterprise systems. SAP held 1724 patents

and all other 381 companies held less than 1000 patents com-

bined. This means that, as of our data collection, SAP dominates the

patented innovation space of sole-enterprise system software de-

velopers. However, several very diversified companies also provide

commercial enterprise software, including: Microsoft, Oracle, Rock-

well, GE Industrial Solutions, IBM, Fujitsu, Hewlett-Packard, Honey-

well, and Siemens. The patents submitted by these companies for

their enterprise management software would not be distinguishable

from the patents for their other products and software systems. In-
ovation strategies for this variety of diversified personal and corpo-

ate software providers, hardware providers, and industrial systems

ompanies would likely be very different from a company focused

olely on enterprise systems software. This competitive landscape

ould not necessarily be seen in other industries to which this frame-

ork could be applied, in which case, the analysis could be done on

ultiple companies to compare corporate strategies (i.e., one of the

utcomes suggested above). Future work could include applying our

ramework to analyze and contrast multiple companies’ innovation

trategies.
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Fig. 9. High-level summary of findings from application of framework to SAP patent data.
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Our expert system framework for analyzing innovation through

atent data provides a flexible integration of text and data mining

ools to provide temporal and trend analyses of textual content. We

orrow from text mining and network analysis techniques to process

ata for six stages of analysis. Our framework differs from other work

n patents in the expert systems area by utilizing a different combi-

ation, and in many cases a more robust set, of techniques. For exam-

le, Shih et al. (2010) combined a step to calculate traditional patent

ndicator variables with a decision-rule data mining technique to ex-

lore trends over the semiconductor industry. Where our approach

ocuses on textual content, this approach focuses more on numeric

ata. Thus, our framework relies on text mining and network analysis

echniques that are not applied in the work of Shih et al. (2010). Fu-

ure work could include integrating such numeric variables into our

ramework or creation of numeric variables from our textual content.

s another example, Kim et al. (2008) utilize textual content, but with

different approach. Rather than starting by extracting textual con-

ent, their study employs experts to determine keywords. They then

se those keywords to search for patents and those patents are used

o structure semantic networks of keywords. Similar to part of our

ramework, they do use a clustering algorithm to group the patents.

owever, they use a k-means clustering algorithm rather than our

rouping genetic algorithm, they cluster patents whereas we clus-

er words, and our analysis includes several stages of analyzing a

ord set constrained by patents from a particular company whereas

heir analysis focuses on creating a patent map from the cluster-

ng of patents obtained by keywords provided by experts. Thus, our

pproach differs but is complementary to other expert systems ap-

roaches and our framework is flexible enough to include such ap-

roaches dependent on the desired outcome of the overall analysis.

The previous examples illustrate the contributions of our ap-

roach. Our first contribution is that we present a framework for the

nalysis of textual content utilizing both text and data mining tech-

iques in an organized (staged) approach. Second, our framework

s flexible in that techniques could be substituted or stages added.

or example, a k-means or principle components analysis could be

sed to create groupings rather than our grouping genetic algorithm

mplementation. Furthermore, stages could also be added to our

ramework depending on the needs of the analysis. For example,

raditional bibliometric analysis sometimes includes an examination

f co-authorship. This could be used, for example, to explore the

mpact of corporate or academic alliances over patents for an entire

ndustry. One could include this analysis as a new stage that uses the

etwork analysis techniques on a different complementary dataset.
hird, our framework could be used to analyze textual content at

ifferent levels of analysis. That is, trends between units of a single

orporation, from a single corporation (our example), between mul-

iple corporations, or from an entire industry. Fourth, it could be used

or multiple outcomes. For example, to determine trends, to study

trategy, etc. Our application of the framework on SAP illustrated the

xamination of trends within a single corporation using a six-stage

pproach on only textual data (patent application titles) and applying

ome novel text and data mining techniques from the literature.

Our approach is not without limitations. First, our application

ataset was small enough to do some interpretation by hand and to

se a sophisticated clustering technique. For companies with larger

atent portfolios or if the full text of the patents were used, other

ools may need to be substituted into the framework to automate

he mapping of the terms to the chosen topology (e.g., the three-

iered software engineering architecture) or this mapping may be-

ome more time consuming if the number of reused and meaningful

erms becomes larger. Similarly, the grouping genetic algorithm clus-

ering technique will not cluster very large datasets (>1000) without

eeding to be parallelized, so one may need to substitute a k-means

ype clustering analysis or explore partitioning or aggregation tech-

iques to add to the framework toolset. Second, as in our application,

he context may limit the outcomes that can be obtained. Our appli-

ation was restricted to a single company analysis because the differ-

nces in competitors limited the usefulness of a between corporation

nalysis.

Future research could include using the framework to explore

pplications that benefit from different levels of analysis (industry,

ountry, etc.). It may also be interesting to combine numeric analyses

nto the framework and/or create numeric variables from some stages

f the framework to complement a different type of analysis (such

s rule-based association mining) or a predictive model in a new

tage. In addition, more text could be consumed into the processes

e.g., abstracts, citation titles, full patent text) for different outcomes.

elated to these suggestions, various outcomes could be explored by

pplying the framework to different subsets of patents. For example,

atents for an industry (e.g., semiconductors and pharmaceuticals)

ould be explored in this fashion to determine industry trends or sim-

larly innovating companies within an industry.

ppendix A

SAP describes the history of their company in four blocks of

ime: 1972–1981: the early years; 1982–1991: the SAP R/2 Era;
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1992–2001: the SAP R/3 Era; and 2002–Present: Real-Time Data

Where and When You Need It (http://www.sap.com/corporate-

en/our-company/history/index.epx). The first major version of SAP

was known as SAP R/1 and was financial and accounting software

that included three components, purchasing, inventory management,

and accounting, based on a single database (Leimbach, 2008). SAP R/2

was introduced in 1980 and used a two-tier architecture designed to

work on mainframe computers. R/2 was expanded over time to in-

clude additional currencies and fiscal regulations and thus began to

provide the infrastructure required for international trade (Campbell-

Kelly, 2003). SAP opened its first US office in Philadelphia because

of its proximity to multinational companies that were already us-

ing SAP in Germany, primarily in the oil, pharmaceutical, and chem-

ical industries (Campbell-Kelly, 2003). SAP R/3, designed for client

server computing, was released in 1992, with significant upgrades re-

leased in 1999, 2001, and 2003 (Inc. Kogent Learning Systems, 2010).

Campbell-Kelly (2003) reports that SAP “went into hyper-growth” in

1993, at least partially due to the popularity of business process re-

engineering in the US. SAP’s web portal offering, mySAP, was intro-

duced in 1999 to combine e-commerce solutions with SAP’s existing

ERP applications to create a preconfigured system that could run on a

single database (D’Amico, 1999; Inc. Kogent Learning Systems, 2010).

The mySAP Business Suite includes various applications such as

mySAP ERP, mySAP Supply Chain Management, and mySAP Customer

Relationship Management. SAP Business Suite 7 was introduced in

2009 as the “company’s next generation suite enable by service ori-

ented architecture (SOA)” (http://www.sap.com/solutions/business-

suite/newsevents/press.epx?pressid=11266). The SAP Business Suite

includes “ready to run” business processes for departments within

an organization (Missbach et al., 2013). The evolution of SAP soft-

ware continues now with HANA, as it was introduced to selected

customers in 2010 and became generally available in 2011 (SAP an-

nounces general availability of SAP HANA, 2011). HANA is SAPs in-

memory high performance analytic appliance (Missbach et al., 2013)

and SAP chairman Hasso Plattner describes it as the realization of a

dream to “reinvent enterprise systems” (Henschen, 2013). Users of

SAP will be able to simplify their information technology (IT) systems

as the separation between transactional and business intelligence in-

frastructure has been removed in HANA (Henschen, 2013).

Appendix B

Rotation and sort procedure

We processed the textual data by applying a rotation and sort pro-

cedure (Conlon et al., 2007) that provides output of the type shown in

Fig. 10. This method provides us with the capability to analyze three

characteristics of the text of the patent application titles. First, we

can see groupings of words. In Fig. 10, we see that the primary word

of this rotation is “tax”. In our analysis, we use word stems, which

means that “tax” and “taxes” will be logically grouped together.

Fig. 10 illustrates that the root “tax” appears at some point in 6 titles.

Second, this analysis shows us the years of occurrence: the word “tax”

appeared in 2007, 2009, 2010, and 2011. Third, we can identify com-

mon multi-word phrases through this analysis. For example, looking

at the output in Fig. 10, we see “tax declaration” appear twice.
Fig. 10. Output of text rotatio
arsing, stop words, stemming, and creation of word occurrence matrix

We took the patent applications and ran them through a text

arser to extract the words, then combined terms with the same

tem, and finally created a word occurrence matrix. This word oc-

urrence matrix is a title (m) by word (n) matrix, in which a cell (m,n)

enotes that title m, contains word n. From this output, we can also

btain word root frequencies, in the form of a count of the number of

itles in which a word appears. It should be noted that to reduce the

umber of words, only meaningful terms were extracted from the

atent titles. The parser was configured to ignore punctuation as well

s stop words such as common articles, prepositions, conjunctions,

nd pronouns. The list of words the parser was configured to exclude

rom the matrix is: a, across, after, against, among, an, and, and, any,

re, as, at, be, between, by, during, for, from, given, having, high, in,

ncluding, inside, inter, into, is, like, more, near, non, of, on, only, or,

ver, pre, same, such, sub, that, the, therefore, thereof, through, to,

pon, via, when, whether, which, while, with, within, and without.

lso, only words that appeared in more than one patent application

itle were retained for the final root word set. These refinements al-

ow for a cleaner analysis because multiple occurrences of stop words

o not mask meaningful words and singleton instances of words do

ot stress the clustering process.

requent itemset analysis

Using the word occurrence matrix, we can perform a frequent

temset analysis (Han, Kamber, & Pei 2011). A frequent itemset, in our

ontext, is a set of words that appear together in a particular percent-

ge of the patent application titles. Contrasted with the earlier anal-

sis, this allows us to determine if there are frequent word groupings

hat appear in patents without regard to the structure of the words in

he title. In other words, the first analysis lets us determine phrases

words that appear together in the structure of the title) and the fre-

uent itemset analysis provides us with an overview of co-occurrence

groupings of words that all appear in the same set of patent titles)

ithout regard to the semantic structure. We use the Apriori algo-

ithm to perform the frequent itemset analysis.

o-occurrence matrix, calculation of network characteristics, and

rouping genetic algorithm clustering

Finally, we adopt network analysis tools to explore the relation-

hips between words with regard to their occurrence in patents. Un-

ike the frequent itemset or text analysis, this analysis allows us to

reak the strict requirement that all words must appear together in

he same patent application title. It gives us the ability to explore re-

atedness by a defined “similarity” between words. We define this

elation as “word x occurs in at least one title with word y”. With this

imilarity, every title that contains word x, does not have to also con-

ain word y. They just have to co-occur at least once. We use matrix

anipulation software to transform the n by m word occurrence ma-

rix into an m by m matrix of minimal co-occurrence relations. That is,

(x, y) = 1 denotes that word x and word y occur in at least one patent

itle together. This matrix can be visualized graphically by letting the

odes of a graph represent a word root, with an arc connecting any

wo nodes where the relationship holds true, m(x, y) = 1. Visualizing
n and sort procedure.

http://www.sap.com/corporate-en/our-company/history/index.epx
http://www.sap.com/solutions/business-suite/newsevents/press.epx?pressid=11266
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he matrix in this way is a common network analysis tool. Using this

atrix, we can also explore the relatedness of words using common

etwork characteristics, such as degree and density. Degree of a node

a word root) quantifies how many arcs are attached to that node.

n our context, this illustrates how many other words that word x co-

ccurs with in at least one title. While degree is a node level measure,

ensity provides a network level view as a measure of the arcs in the

etwork (the number of pairs of words that co-occur in at least one

atent) to the total number of arcs that could be present in the net-

ork were it fully connected (if every word co-occurred with every

ther word in at least one patent). The final network analysis tool we

mploy is a clustering algorithm. We use a clustering algorithm on

he m by m matrix to form groups of related patents. The blockmod-

ling algorithm is employed, which is a heuristic method written to

luster square, symmetric matrices (James et al., 2010). The goal of

he algorithm is to find a small number of large groups of densely

onnected nodes in a graph. The clusters allow us to explore related-

ess between terms to find weakly determined focal areas.
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