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In this study, we investigate whether there is a need for
the h index and its variants in addition to standard biblio-
metric measures (SBMs). Results from our recent study
(L. Bornmann, R. Mutz, & H.-D. Daniel, 2008) have indi-
cated that there are two types of indices: One type of
indices (e.g., h index) describes the most productive core
of a scientist’s output and informs about the number of
papers in the core.The other type of indices (e.g., a index)
depicts the impact of the papers in the core. In evaluative
bibliometric studies, the two dimensions quantity and
quality of output are usually assessed using the SBMs
“number of publications” (for the quantity dimension)
and “total citation counts” (for the impact dimension).
We additionally included the SBMs into the factor analy-
sis. The results of the newly calculated analysis indicate
that there is a high intercorrelation between “number of
publications” and the indices that load substantially on
the factor Quantity of the Productive Core as well as
between “total citation counts” and the indices that load
substantially on the factor Impact of the Productive Core.
The high-loading indices and SBMs within one perfor-
mance dimension could be called redundant in empirical
application, as high intercorrelations between different
indicators are a sign for measuring something similar (or
the same). Based on our findings, we propose the use
of any pair of indicators (one relating to the number of
papers in a researcher’s productive core and one relat-
ing to the impact of these core papers) as a meaningful
approach for comparing scientists.

Introduction

In a recently published study (Bornmann, Mutz, & Daniel,
2008), we examined empirical results on the h index (Hirsch,
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2005) and its most important variants (a total of nine different
indices). The results of a factor analysis using bibliometric
data on recipients of postdoctoral research fellowships from
the Boehringer Ingelheim Fonds (BIF; an international foun-
dation for the promotion of basic research in biomedicine
located in Heidesheim, Germany) indicated that with the h
index and its variants, we are dealing with two types of indices
that load on one factor each: One type of indices (e.g., the h
index and g index) describes the most productive core of a
scientist’s output and gives the number of papers in that core
(factor: Quantity of the Productive Core). The other type of
indices (e.g., the a index and r index) describes the impact
of the papers in the core (factor: Impact of the Productive
Core). Our conclusion was that the two index types stand for
two different performance dimensions of scientists’ research
output. For evaluation purposes, we proposed the use of any
pair of indices (as a meaningful approach for comparing sci-
entists) where the two indices each represent one of the two
dimensions.

In evaluative bibliometric studies, the two dimensions
quantity and quality of output are usually assessed using the
standard bibliometric measures (SBMs) “number of publica-
tions” (for the quantity dimension) and “total citation counts”
(for the impact dimension) (Hirsch, 2007; van Raan, 2004).
Therefore, is there a need for the h index and its variants in
addition to these SBMs? To answer this question, we addi-
tionally included the SBMs in the factor analysis of our study
(Bornmann et al., 2008) and recalculated the analysis.

Methods

Statistical Analysis

Factor analysis is a statistical method “to reduce the
dimensionality of the data space in order to discover,
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visualize, and interpret dependencies among sets of
variables” (Timm, 2002, p. 445). Factor analysis provides
information on the dimensionality of the structure of
the dependencies in a dataset (one-dimensional, two-
dimensional, etc.). With regard to the different indices (i.e.,
the h index and its variants) and SBMs (number of pub-
lications and total citation counts) for measuring research
performance, we examined in this study whether the indices
and SBMs are based on two factors (or dimensions). The
two-factor solution was the result of our previous study
(Bornmann et al., 2008) including the h index and its most
important variants. In the present study, if both the indices
and the SBMs load substantially on two factors, the need
for the h index and its variants in addition to the SBMs can
be questioned. Factor loadings greater than .60 are defined
as substantial. According to Velicer and Jackson (1990),
only such substantial loadings guarantee high stability of the
obtained factor solution regardless of the method of factor
analysis (e.g., factor extraction method).

Dataset for the Investigation of the Indices and SBMs

We investigated committee peer review for awarding long-
term fellowships to postdoctoral researchers as practiced by
the BIF (Bornmann & Daniel, 2005, 2006). According to
Fröhlich (2001), managing director of the BIF, applicants
that demonstrate excellence in scientific work are selected
for the fellowships by the BIF Board of Trustees (seven inter-
nationally renowned scientists); otherwise, the applicants
are rejected. Our evaluation study involved 414 postdoctoral
applicants (64 approved and 350 rejected) from 1990 to 1995,
with a total of 1,586 papers that they published before apply-
ing for the fellowship (publication window: 1986–1994).
The papers received a total of 60,882 citations (according to
the Science Citation Index provided by Thomson Reuters)
(citation window: from year of publication to the end of
2001).

Investigated Indices and SBMs

In the present study, we looked at the most important vari-
ants of the h index that have been discussed in greater detail in
the literature: the m quotient (Hirsch, 2005), g index (Egghe,
2006), h(2) index (Kosmulski, 2006), a index (Jin, 2006), r
index (Jin, Liang, Rousseau, & Egghe, 2007), ar index (Jin
et al., 2007), and hw index (Egghe & Rousseau, 2008). We
also included in our analysis the m index, a variant of the a
index that we propose (Bornmann et al., 2008), and the two
SBMs: “number of publications” and “total citation counts.”

Scale Transformation of the Indices and SBMs

As the median of the individual indices and SBMs in part
deviates very strongly from the mean and as the Shapiro–
Wilks normality test is statistically significant for all of the
indices and SBMs, the indices and SBMs are not symmet-
rically distributed and not normally distributed. According

to Egghe (2005a, 2005b), it can be assumed, in addition,
that the relationship between any two indices or SBMs (y,
x), respectively, is nonlinear and can be described using a
power function: y = f(x) = C ∗ x−a, where C and a are con-
stants. Logarithmizing the equation results in a simple linear
function: y = loge[f(x)] = loge (C) − a ∗ loge (x). Therefore,
all of the index and SBM values of the BIF applicants—
following the equation—were logarithmized [loge(x + 1)].
This logarithmic transformation has the additional effect that
the distribution of data more likely approximates a normal
distribution. Still, considering the significant Shapiro–Wilks
normality tests, the assumption of normally distributed data
also after the logarithmic transformation is not fully met.
Therefore, a special variant of maximum likelihood (ML)
factor analysis is used, which produces parameter estimates
with mean-adjusted χ2-test values (Satorra–Bentler correc-
tion) that are robust to nonnormality (Curran, West, & Finch,
1996; Muthén & Muthén, 1998–2006).

Results

Using this special variant of ML factor analysis, we tried
to find basic dimensions (or factors) that indicate how the
indices and SBMs calculated for the BIF applicants cluster
(Kline, 1998; Stevens, 1996). In doing so, our set of correlated
variables (the indices and SBMs) was transformed into a set
of uncorrelated latent variables (dimensions or factors). The
factor loading matrix for the factors as well as the indices and
SBMs is shown in Table 1. The results of the factor analysis
reveal that two factors with eigenvalues larger than 1 explain
nearly 95% of the total variance in the covariance matrix of
the indices.

The categorization of the indices among the factors by
using factor loadings greater than 0.6 (these loadings are
in boldface in the table) revealed that the indices can be

TABLE 1. Varimax Rotated Loading Matrix of a Maximum Likelihood
Factor Analysis for Nine Log-Transformed Indices and Two Log-
Transformed SBMs (N = 414).

Factor 1 Factor 2
(Quantity of (Impact of

the Productive the Productive
Index or SBM Core) Core) Communality

h index 0.93 0.35 0.99
m quotient 0.86 0.29 0.82
g index 0.90 0.31 0.90
h(2) index 0.81 0.51 0.92
a index 0.15 0.99 1.00
m index 0.08 0.98 0.96
r index 0.51 0.86 1.00
ar index 0.50 0.85 0.96
hw index 0.49 0.87 0.99

No. of publications 0.88 0.10 0.78
Total citation counts 0.51 0.86 0.99

Eigenvalue 4.88 5.47
Explained variance (%) 44.4 49.7

Note. Values in boldface denote factor loadings >0.60.
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categorized in terms of their relation to the most productive
core of the output of an applicant. Whereas indices that load
on the first factor [i.e., the h index, m quotient, g index, and
h(2) index] indicate the number of papers in a defined most
productive core of the output of an applicant, indices that load
on the second factor (i.e., the a index, m index, r index, ar
index, and hw index) quantify the impact of the papers in that
core. Based on the assignment of the indices to the factors,
we refer to Factor 1 as Quantity of the Productive Core and
to Factor 2 as Impact of the Productive Core (see Table 1).
These results of the factor analysis are in agreement with the
findings of our previous study (Bornmann et al., 2008).

Furthermore, the results in Table 1 show that “number of
publications,” with a factor loading of 0.88, loads on Quantity
of the Productive Core (Factor 1), and “total citation counts,”
with a factor loading of 0.86, loads on Impact of the Pro-
ductive Core (Factor 2). Both factor loadings are very high,
which means that “number of publications” is highly corre-
lated with Factor 1 and that “total citation counts” is highly
correlated with Factor 2.

Discussion

Since Hirsch’s first publication of the h index in 2005, a
number of h index variants have been proposed (Bornmann &
Daniel, 2007, 2009; Bornmann et al., 2008). Although the
proposed variants may be conceptualized differently than the
h index theoretically or mathematically, in their empirical
application, they may be highly correlated with the h index
and with each other. To identify the factors that mathemati-
cally account for the variance in the covariance matrix of the
different indices, we calculated an exploratory factor analy-
sis. The results of the analysis indicate that with the h index
and its variants, we can assume that there are two types of
indices: One type (e.g., h index and g index) describes the
most productive core of the output of a scientist and tells us
the number of papers in the core. The other type (e.g., a index
and r index) depicts the impact of papers in the core.

As in evaluative bibliometric studies, the two dimensions
quantity and quality of output are usually assessed using the
SBMs “number of publications” (for the quantity dimension)
and “total citation counts” (for the impact dimension). In the
present study, we tried to assess whether there is a need for
the h index and its variants in addition to these SBMs. To do
that, we additionally included the SBMs into the factor anal-
ysis and recalculated the analysis. The results of the newly
calculated analysis indicated that there is a high intercorrela-
tion between “number of publications” and the indices that
load substantially on the Quantity of the Productive Core
as well as between “total citation counts” and the indices
that load substantially on Impact of the Productive Core.
The high-loading indices and SBMs within one performance
dimension could be called redundant in empirical application,
as high intercorrelations between different indicators are a
sign for measuring something similar (or the same). Based on
our findings, we propose the use of any pair of indicators (one
relating to the number of papers in a researcher’s productive

core (e.g., the h index or “number of publications”) and one
relating to the impact of the papers in a researcher’s produc-
tive core (e.g., the a index or “total citation counts”) as a
meaningful approach for comparing scientists.

Our results refer to a dataset from the area of biomedicine
(All scientists for whom indices and SBMs were calculated
in the present study conduct biomedical research.) For the
sake of assessing generalizability, we would very much like
to see replication studies conducted using datasets from
other scientific fields. If these studies include scientists
from several different disciplines, subfield-specific normal-
ized relative indicators in addition to “number of publica-
tions” and “total citation counts” (assessed in the present
study) should be considered. This seems advisable, given that
a recently published study by van Leeuwen (2008) showed
that relative indicators correlate significantly lower with the
h index than SBMs.
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