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he advantage of the use of samples in evaluative bibliometric studies

ear Sir,

In the natural sciences researchers publish their results mainly in international journals. As a rule these papers can be
esearched in literature databases appropriate for bibliometric analyses (especially Web  of Science, Thomson Reuters, and
copus, Elsevier). If it is the goal of an evaluative bibliometric study to compare several research institutions with a focus on
atural sciences, the papers of the institutions included in the study have at least one author with the institution as his/her
ffiliation.

On the one hand, it is possible to include all the papers from the research institutions retrieved from the databases in the
tudy. Using all the papers, that is the full survey, would have the advantage of including all the bibliometric information
or an institution. The disadvantages are (1) that a full survey is associated with a high outlay. The larger the number of
ublications, the more expensive, as a rule, the purchase of advanced bibliometric indicators for the individual publications
ill be. (2) Furthermore, a full survey for an institution is generally speaking not possible as for the very recent publication

ears (the last two years) the citation windows are too small to allow a reliable statement about the citation impact of the
ublications. (3) Finally, the risk of errors increases with the quantity of bibliometric data, particularly when the data is
btained from more distant publication years (Marx, 2011).

Usually, a population, defined as the whole bibliometric data for an institution, is split up into natural, non-overlapping
roups such as different publication years, journals, or authors. Such groups provide for clusters in a two-stage sampling
esign (“cluster sampling”), in which, firstly, one single cluster is randomly selected from a set of clusters (Levy & Lemeshow,
999). For example, for an evaluation study, the clusters would consist of three consecutive publication years (e.g. cluster
: 1990–1992, cluster 2: 1993–1995, etc.). Secondly, all the bibliometric data (publications and corresponding metrics) is
athered (census) for the selected cluster (e.g., cluster 2). The clusters should not differ significantly and should exhibit great
eterogeneity in the metrics within the clusters. Cluster sampling is particularly efficient if each single cluster represents
pproximately the whole population. If bibliometric information is available for the whole institution, it is possible to test
hether the selected cluster differs from the population in some important properties (e.g. distribution of publications over

he journals). Weights can additionally help to adjust the sample for under or overrepresentation of certain properties in the
ample in comparison with the population. Unfortunately, the practical advantages of the simple sampling procedure are at
he expense of a lack of variance reduction as is the case in other sampling designs. For instance, in stratified sampling with
omogeneous strata the resulting overall standard errors are smaller than in the case of a simple random sample from the
hole population. Therefore, the standard errors for cluster-sampling are not smaller than in the case of drawing a random

ample from the population.
With the cluster sample (of publication years) it should be ensured that a citation window of at least three years is possible

or the papers in these years. Publication years make very suitable clusters because it is easier to create a subset of papers
or an institution with them than with other possible clusters (such as authors) and no bias is expected in the data. Using
uthors (scientists) as the clusters would result in the following two problems, for example: (1) Because of homonyms it
s a difficult task to compile the papers for a single scientist unambiguously. This problem does not arise with publication
ears. (2) As the differences in the scientific performance between the scientists are very large, the selection could result in
 sample which cannot represent the population adequately. With publication years, we can assume that the performance
etween the years differs a little but within the years differs significantly.
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With statistical tests it is possible, based on a cluster sample, to verify the statistical significance of results (such as
performance differences between two universities). If a statistical test which looks at the difference between two research
institutions with regard to their performance turns out to be statistically significant (given a specific null hypothesis), it
can be assumed that the difference has not arisen by chance, but can be interpreted beyond the data at hand (the results
can be related to the population). This is a great advantage in evaluation studies, since as a rule the client of these studies
wishes very recent publication years (e.g., the last three years). However, citation metrics for the last three years are as a
rule unreliable because of the small citation window (Abramo, Cicero, & D’Angelo, 2011). If a (cluster) sample is used, the
results from the selected earlier publication years, which enable reliable performance estimates, can be generalized to all
the (very recent) years.

Yours sincerely,
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