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a  b  s  t  r  a  c  t

The  process  of  assessing  individual  authors  should  rely  upon  a proper  aggregation  of reliable
and  valid  papers’  quality  metrics.  Citations  are  merely  one  possible  way  to measure  appre-
ciation of  publications.  In this  study we  propose  some  new,  SJR-  and  SNIP-based  indicators,
which  not  only  take  into  account  the  broadly  conceived  popularity  of a paper  (manifested
by  the  number  of  citations),  but  also  other  factors  like  its potential,  or  the quality  of papers
that  cite  a given  publication.  We  explore  the  relation  and  correlation  between  different  met-
rics  and  study  how  they  affect the  values  of a real-valued  generalized  h-index  calculated
for 11  prominent  scientometricians.  We  note  that  the h-index  is  a very  unstable  impact
function,  highly  sensitive  for applying  input  elements’  scaling.  Our  analysis  is  not  only  of
theoretical  significance:  data  scaling  is often  performed  to  normalize  citations  across  dis-
ciplines.  Uncontrolled  application  of  this  operation  may  lead to unfair  and  biased  (toward
some groups)  decisions.  This  puts  the validity  of authors  assessment  and  ranking  using the
h-index  into  question.  Obviously,  a good  impact  function  to be  used  in  practice  should  not
be as much  sensitive  to changing  input  data  as  the  analyzed  one.

© 2012 Elsevier Ltd. All rights reserved.

1. Introduction

The idea of applying citation analysis in scientific quality control was proposed more than 85 years ago (cf. Gross &
Gross, 1927). Citations reflect the intensiveness of information use (cf. Glänzel, 2008) and therefore may  be conceived as
manifestations of papers’ recognition among the scientific community.

The need for assessment, ranking, or just indication of prominent individual authors appear in many contexts, e.g. in
research policy, funding, and scientometrics, which aims for describing, explaining, or even predicting measurable features
and characteristics of science and scientific research. Such a process classically bases on a proper aggregation of the citations
number received by an author’s publications. Thus, it uses some kind of combination of citations to obtain a single numeric

value which is representative (in some sense) for the whole input.

Among the most popular citation indices we  have the Hirsch index (Hirsch, 2005), which not only takes into concern
the quality of individual papers but also their number. The so-called h-index is a symmetric, integer-valued function mono-
tonic with respect to each aggregated variable, and also with respect to the length of the input vector (cf. Gagolewski &
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rzegorzewski, 2010a, 2011a, 2011b,  and also Quesada, 2009, 2010; Rousseau, 2008; Woeginger, 2008a, 2008b, 2008c). The
heory of aggregation (cf. Grabisch, Pap, Marichal, & Mesiar, 2009; Ricci & Mesiar, 2011), which is a rapidly developing branch
f applied mathematics, is by default concerned with algebraic properties of such operators, i.e. independent of the very
ature of the input data. In real-world applications, however, we  must not disregard neither the reliability nor validity of
uantitative characteristics that are being summarized.

Obviously, citations are just one way to measure a paper’s quality. Some other usable and important metrics may  be,
owever, not integer-, but real-valued, or may  have a different scale (cf. Gagolewski & Grzegorzewski, 2009; Guns & Rousseau,
009; Nair & Turlach, 2012; van Eck & Waltman, 2008).

The article is organized as follows. In Section 2 we  propose and discuss various new quality metrics of papers. They base
pon SNIP and SJR indicators of journals in which the papers and/or their citations are published. In Section 3 we  recall
he notion of an impact function, i.e. an aggregation operator which may  be used to summarize an author’s papers quality

etrics into a single, representative number. Additionally, we  introduce the real-valued generalized h-index, Hs, that may
e applicable to metrics with different scales. In Section 4 we present main empirical results; we explore the relation and
orrelation between different metrics, study how they affect the rankings of authors in our sample, and check the stability
f the proposed impact indices with respect to elements’ scaling. Finally, Section 5 concludes the article.

. Input data

On January 27 to February 1, 2012 we have manually gathered from Elsevier’s SciVerse Scopus the publication output
f 11 Derek de Solla Price Memorial medalists: L. Egghe, E. Garfield, W.  Glänzel, P. Ingwersen, L. Leydesdorff, K.W. McCain,
.F. Moed, R. Rousseau, A.F.J. Van Raan, P. Vinkler, and M.  Zitt. We  have excluded from the survey scientifically inactive or
eceased laureates, and those who have ambiguous author records (homonyms). The output of R.W. Rousseau (a chemist)
as distinguished from R. Rousseau’s. This gave 1240 documents. Then we fetched citations of all cited publications. As a

esult, we have obtained 9017 document records in total.
We used version SVN-1.01 of the CITAN package (Gagolewski, 2011) for the R 2.15.0 statistical environment (R

evelopment Core Team, 2012) to preprocess and analyze the data set.
In this paper we study the behavior of a generalized h-index used to aggregate different quality measures of papers (see

ection 2.2) published by the 11 Price medalists. Some of the measures base on different journal quality metrics, which we
eview in the subsection to follow.

.1. Journal quality metrics

Almost all commonly used nowadays journal quality metrics (abbreviated further on as JQM) are citation-based. The idea
f applying citation analysis in scientific quality control dates back as far as 1927 (Gross & Gross, 1927, cf. also Buchholz,
995; Kostoff, 1998; Nicolini, Vakula, Italo Balla, & Gandini, 1995).

.1.1. Impact factor
An n-year impact factor (Garfield, 1955), published yearly in Thomson’s Journal Citation Reports, is the most popular

easure of a journal’s quality. It is defined as:

IFn = # citations to articles published in past n years received in current year
# citable papers published in past n years

.

n n = 2-year citation window is default, however some note that it is too short for disciplines in which citation impact
atures slowly, which may  partially be due to long publication delay, e.g. in mathematics (cf. Moed, 2010; Podlubny, 2005).

.1.2. h-Index
Just like for any author, the well-known Hirsch’s index (Hirsch, 2005) may  also be calculated for journals (cf. Braun,

länzel, & Schubert, 2006). In this approach we simply aggregate citations received by papers published in a given source
uring some time period. Please note that IF is an arithmetic mean, thus it is highly influenced by low- and very high-cited

tems. The h-index does not change its value if there is a high number of papers with small number of citations published in
 journal; it may, on the other hand, be biased toward journals which issues appear more frequently.

The two above-mentioned tools have a very important drawback: their value depends on the citation practice in a journal’s
omain. The next two journal metrics, SJR and SNIP, aim for assessing sources with citation intensity of their subject fields
aken into account. They are published yearly by Elsevier and use a 3-year citation window.

.1.3. SCImago Journal Rank

SJR (Gonzalez-Pereira, Guerrero-Bote, & de Moya-Anegon, 2010) is inspired by the Google PageRank algorithm (Page, Brin,

otwani, & Winograd, 1998). It is a prestige/influence metric based on the idea that citations have different importance; its
ecursive definition embodies the relative impact of sources citing a given journal. Interestingly, SJR of a journal in a highly
ited field is shared over a lot of citations, so each citation’s impact then is relatively small.
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Table 1
The most popular journals among the 11 Price laureates. “nD” denotes the number of papers, “nC” and “avgC” total and average number of citations received
by  their publications, respectively. Additionally, SNIP 2011 and SJR 2011 are given. 3 highest values in each column are marked in bold.

Title nD nC avgC SNIP SJR

Scientometrics 380 6841 18.0 1.42 0.07
JASIS(T) 136 2270 16.7 2.66 0.07
Scientist 83 288 3.5 0.01 0.03
J  Informetrics 54 434 8.0 2.09 0.09
Inf  Processing and Management 51 657 12.9 3.48 0.05
J  Inf Science 32 588 18.4 2.07 0.05
Research Policy 28 1521 54.3 3.77 0.06
Research Evaluation 28 177 6.3 1.13 0.05
Math  and Comp Modelling 25 78 3.1 1.31 0.06
J  Documentation 20 980 49.0 1.77 0.05

Nature  19 370 19.5 12.69 7.77
Science  10 1090 109.0 10.56 5.42
J  Chem Documentation 10 15 1.5 NA NA

2.1.4. Source-normalized impact per paper
SNIP, proposed by Moed (2010),  measures relative citation impact by weighting citations according to the total number

of references in a subject field. It gives higher weights to citations in areas where referencing is less likely (cf. e.g. Leydesdorff
& Opthof, 2010 for discussion). This indicator is defined as

SNIP = IF3

3-year citation potential
.

SNIP is a ratio of the actual average citation rate of a journal’s papers, and the citation potential in the subject field covered
by the journal. The citation potential expresses how frequently papers in the subject field cite other papers (by considering
the reference lists’ lengths). The citation potential is defined as the average number of 1–3 year old number of references per
source article citing a given journal normalized by dividing it by the citation potential of the median journal in the database.
By applying this operation, 50% of journals has a (normalized) citation potential above one, and the other 50% below one.
Compared to the IF, e.g. molecular biological and many other biomedical journals go down in the ranking and, on the other
hand, mathematical, humanities, social and applied sciences journals go up.

In our study we use the 2011 SNIP and SJR, which are directly available in Scopus (data source: www.info.sciverse.com/
documents/files/scopus-training/resourcelibrary/xls/title list.xlsx, updated October 2011). Table 1 lists titles and some basic
summary statistics of journals in which the 11 Price medalists published at least 10 papers. Note that the publication of Journal
of Chemical Documentation has been discontinued since 1974, therefore their recent SJR and SNIP are unavailable. Also please
note a relatively high value of SJR for the Journal of Informetrics (first published in 2007), which is more mathematically
oriented that other scientometric sources.

2.2. Paper quality metrics

Assuming that publications are the most basic and important effects of scientists’ activity, the assessment of the 11 Price
medalists may  base upon a proper aggregation of their papers’ quality measures. In this paper we  consider the following
metrics.

2.2.1. Direct number of citations (nCsrc)
The most common approach to measuring a paper’s quality directly takes into account the number of citations it has

received. Table 2 shows the results of assessing the 11 Price Medal laureates by using this method. Note that the “sLog1”
indicator tends to favor authors publishing many good papers over their career rather than single “peaks”. It also does not
ignore any citation information, like the h- or g-index.

Interestingly, the h-index does not discriminate between K.W. McCain and M.  Zitt, and also between P. Ingwersen and
P. Vinkler. E. Garfield has the smallest proportion of cited articles (cf. the “nGe1” column), equal to 52%. This may  be due to
the fact that cited references in SciVerse Scopus go back to 1996. Garfield’s astonishing research career started in the 1950s.
Please also note that W.  Glänzel and L. Leydesdorff most often appear in the top 3 groups (marked in bold).

Formally, citations merely reflect the intensiveness of information use (cf. Glänzel, 2008) and therefore are measures
of papers’ broadly conceived popularity among, or even appreciation by, the scientific community. The discussion about
the motives of citations (reward or persuasion) seems to have no end (cf. Bornmann & Daniel, 2008; Davis, 2009; Garfield,
1964). Intensive usage of this method is clearly due to its accessibility via existing bibliographic databases (of, unfortunately,

limited content coverage, cf. Meho & Sugimoto, 2009), and objectivity – in contrast with peer-review, which may  sometimes
be discretionary. However, citation process needs some time; a recently published paper cannot be valuated in this way.

On the other hand, it would probably be advisable to consider in some way the quality of a journal in which a paper
is published. Although the Association of Science Editors European Association of Science Editors (2000) states that source

http://www.info.sciverse.com/documents/files/scopus-training/resourcelibrary/xls/title_list.xlsx
http://www.info.sciverse.com/documents/files/scopus-training/resourcelibrary/xls/title_list.xlsx
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Table 2
Basic citation-based summary statistics for the Price medalists. “maxC” is the maximal number of citations, “H” and “G” denote the h- Hirsch (2005) and
g-index  Egghe (2006), respectively, “sLog1” is equal to

∑
i log (1 + xi) (where xi denotes the number of citations received by the ith paper), “nGe1” and

“nGe5”  is the number of papers with at least 1 and 5 citations.

Author nD nC avgC maxC H G sLog1 nGe1 nGe5

Egghe L. 162 1566 9.7 255 18 34 248.2 128 69
Garfield E. 211 3123 14.8 582 22 54 227.0 110 52
Glanzel  W. 159 2941 18.5 143 28 47 344.7 130 105
Ingwersen P. 61 1446 23.7 244 15 37 128.1 51 37
Leydesdorff L. 190 3419 18.0 569 29 51 406.2 166 124
Mccain  K.W. 40 749 18.7 284 13 27 75.0 32 22
Moed  H.F. 81 1871 23.1 156 24 40 196.8 67 58
Rousseau R. 159 1916 12.1 137 23 37 286.1 133 88
Van  Raan A.F.J. 91 1971 21.7 180 27 41 212.6 77 64
Vinkler  P. 57 648 11.4 67 15 23 110.9 52 33
Zitt  M. 29 429 14.8 55 13 20 64.6 26 20

Table 3
Paper quality measures considered.

Paper quality measure Assessed paper Citations

Potential Popularity Potential Popularity

a nCsrc
√

bJQM nCsrc × JQMsrc
√ √

cJQM �(JQMcit) → √
√ √
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dJQM �(nCcit × JQMcit) →
eJQM JQMsrc × �(nCcit × JQMcit)

√ → √ √

mpact factors should only be used for comparing the influence of entire journals, and not for the assessment of single papers
r researchers, it is evident that peer-reviewers and editors valuate the potential of the paper. A poor paper will rather not be
ccepted by a good journal, however its novelty, if not recognized during a paper’s submission, may  be appreciated later by
he whole community. It may  be thus believed that a high IF/SJR/SNIP value correlates with editors’ criticism. More authors
end to submit their papers to highly ranked journals. As only better ones are accepted, this “recursively” raises the journal’s
tandards. For example, a paper to be accepted in Science should be conceived by editors as outstandingly innovative and
ecisive. Simply, a good author publishes papers in good journals.

We therefore suggest that journal quality metrics may  also bring some interesting insight into paper’s assessment pro-
ess, because they reflect a different dimension of its quality (“initial” potential as perceived by reviewers/editors versus
factual” impact/popularity expressed by citations). Although both factors are in overall positively correlated, it is obvious
hat sometimes they do not coincide.

What is more, as noted in the previous section, the main problem with citations is that they are all treated equal. Neither
he prestige of the journal citing a given paper, the “quality” of the paper that cite a given paper, nor citation intensity of the
eld is taken into account. Thus, we propose few measures that rely upon SNIP and SJR, which are already field-normalized.
ll the below-discussed indicators, listed in Table 3, are based on some sensible grounds.

.2.2. nCsrc × SNIPsrc and nCsrc × SJRsrc (bSNIP and bSJR)
Assuming that each paper reflects at least a “typical” (properly normalized) quality of a journal in which it is published,

e may  consider SNIP/SJR value in which the original paper appeared scaled by the number of citations received. In this
etting, a paper published in Science that has one citation gains the same valuation as a paper in Journal of Informetrics with

 (SNIP) or about 60 (if SJR is considered) citations.

.2.3. �(SNIPcit) and �(SJRcit) (cSNIP and cSJR)
Under the same assumption, we may  measure the merit of a paper by summing SNIP/SJR values of the journals in which

ts citations appeared. For example, a citation from Journal of Informetrics is considered more important than one from Lecture
otes on Computer Science, consisting mainly of proceedings papers.

.2.4. �(nCcit × SNIPcit) and �(nCcit × SJRcit) (dSNIP and dSJR)
In this approach we sum the number of citations received by papers citing a given paper scaled by SNIP/SJR values in
hich they appeared. Therefore this method acknowledges greater importance for papers referenced by intensively cited
popular) articles that appeared in good journals.
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2.2.5. SNIPsrc × �(nCcit × SNIPcit) and SJRsrc × �(nCcit × SJRcit) (eSNIP and eSJR)
The last proposed quality measure is created by multiplying the previous one by the SNIP/SJR value of the journal in

which the assessed paper was published. Remembering that SNIP/SJR are field normalized, this would for example increase
the valuation of papers in domains such as mathematics.

If SNIP or SJR were unavailable for a given journal, we set its value to 0 (this is the case of inactive, no longer published
journals).

3. Method

Let I = [0,  ∞]  be a set of some paper quality measures’ values and I
1,2,... :=

⋃∞
n=1I

n denote the set of all vectors (or
arbitrary length) with elements in I. Intuitively, each author that has published n ≥ 1 publications can be represented by
some vector x = (x1, . . . , xn) ∈ I

1,2,..., where xi denotes the valuation of his/her ith paper.
From now on, let E(I) denote the family of all aggregation operators in I

1,2,..., i.e. all the functions from I
1,2,... to I. Therefore,

aggregation operators merge several numerical values (e.g. quality measures of each author’s publication) into a single
number, representative for the whole input in some way. Theory of aggregation is a rapidly developing mathematical
domain (we refer the reader to the recent state of the art monograph by Grabisch et al. (2009)).

3.1. Impact functions

Clearly, not each aggregation operator can be used in the bibliometric impact assessment process. We shall thus provide
some sine qua non conditions that should be fulfilled in the domain of our interest (Gagolewski & Grzegorzewski, 2010a,
2011b, cf. also Woeginger, 2008b).

Definition 1. An impact function is an aggregation operator F ∈ E(I), which:

(I1) is nondecreasing in each variable: (∀n)(∀x, y ∈ I
n) x ≤ y ⇒ F(x) ≤ F(y), where x ≤ y if and only if (∀ i ∈ [n]) xi ≤ yi,

(I2) is arity-monotonic, i.e. (∀n, m)(∀x ∈ I
n)(∀y ∈ I

m) F(x) ≤ F(x, y), where (x, y) denotes vectors concatenation, i.e.
(x1, . . . , xn, y1, . . . , ym) ∈ I

n+m,
(I3) fulfills the weak lower boundary condition: inf

x∈I1,2,...
F(x) = 0,

(I4) fulfills the weak upper boundary condition: sup
x∈I1,2,...

F(x) = ∞,

(I5) is symmetric, i.e. (∀n)(∀x, y ∈ I
n) x ∼= y ⇒ F(x) = F(y), where x ∼= y if and only if there exists a permutation � of the set {1,

. . .,  n} such that x = (y�(1), . . .,  y�(n)).

The first two conditions correspond to the principle called “the more the better”. They state that by increasing the quality
of some papers (I1), or by adding some new publications to an author’s output (I2), we never decrease the overall author’s
valuation. Hence each impact function is an aggregation operator that reflects two  dimensions of authors’ quality:

1. ability to write highly rated papers,
2. overall productivity.

The boundary condition (I3) together with (I1) and (I2) implies that F(0) = 0. Additionally, (I3) and (I4) implies that an impact
function cannot be constant in its whole domain. According to (I5), the overall rating is not affected by the presentation
order of the publications.

It is worth noting that in a classical approach to aggregation (cf. Ricci & Mesiar, 2011) only the first author’s quality
component (represented by (I1)) is taken into account. In such case, non-decreasing functions fulfilling stronger boundary
conditions ((∀ n) inf

x∈In
J(x) = 0 and sup

x∈In
J(x) = ∞)  are considered.

3.2. The generalized h-index

As the proposed paper quality measures are arbitrary real numbers, in our context we shall consider generalized versions
of well-known scientometric indices which, by default, assume that aggregated information is represented by integer-valued
vectors. Here we are interested in a properly modified h-index.

Definition 2. Let s > 0 and x = (x1, . . . , xn) ∈ I
1,2,.... The generalized h-index is an impact function∨n
Hs(x) =
i=1

x(n−i+1) ∧ (si), (1)

where ∨ and ∧ denote the maximum and minimum operators, respectively, x(n−i+1) is the (n − i + 1)th order statistic, i.e. the
ith largest value in x.
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he value of this impact function may  easily be calculated in R by calling max(pmin(sort(x, decreasing=TRUE),
*(1:length(x)))).

xample 1. Assume that n = 10, x = (0.1, 2.1, 11.2, 16.1, 1.4, 0.8, 9.7, 14.3, 9.6, 5.4), and s = 2. We have:
i 10987654321

si 8642 201816141210
x(n−i+1) 9.711.214.316.1  0.10.81.42.15.49.6

si ∧ x(n−i+1) 8642 9.6 0.10.81.42.15.4
↑
max

Thus, H2(x) = 9.6. �

Interestingly, each such impact function is an S-statistic (Gagolewski and Grzegorzewski, 2011b), an aggregation operator
hich generalizes the Ordered Weighted Maximum (OWMax) (Dubois, Prade, and Testemale, 1988), well-known from the

ggregation theory. Their axiomatic analysis has been performed in Gagolewski and Grzegorzewski (2010a), Gagolewski
nd Grzegorzewski (2011a) and Gagolewski (in press),  and their basic stochastic properties (e.g. their asymptotic normality
n an i.i.d. model) have been examined in Gagolewski and Grzegorzewski (2010b).

It is easily seen that Hs(x) ∈ [0, sn]  for any s and x, and for s ≥ x(n) we get Hs(x) = x(n) = : H∞(x) (maximal value). Additionally,
rom the last equation we have Hs(x) = sH1(x/s). Please note that the idea of elements’ scaling also appeared in e.g. van Eck
nd Waltman (2008).

It  may  be shown (see Gagolewski & Grzegorzewski, 2010a for the proof) that we get the ordinary Hirsch’s h-index under
he following assumptions.

roposition 3. If x1, . . . , xn ∈ N0 and s = 1 we have

H1(x) =
{

max{i = 1, . . . , n : x(n−i+1) ≥ i} if x(n) ≥ 1
0 otherwise

= H(x),

here H is the h-index (Hirsch, 2005).

ore generally, for any x ∈ I
1,2,... it holds H1(� x �) = � H1(x) � = H(x), where �· � denotes the floor function.

xample 1 (continued). In the above example we  have H1(x) = 5.4 (cf. 1st and 3rd row in the table), but H(x) = � H1(x) � =5, as
here are 5 observations ≥5 in the input vector.

.3. Kendall’s rank correlation coefficient �

In this subsection we  recall the definition of Kendall’s rank correlation coefficient �. It will be used to measure the degree
f conformity between 11 authors’ rankings created by applying different paper quality measures and/or impact functions.
hat is worth noting, the value of � may  be interpreted quite easily, which is due to the simplicity of its definition. The
ell-known Pearson’s r (applicable for normally distributed samples) or Spearman’s � (also a rank-based coefficient) does
ot exhibit this desirable feature, but on the other hand they have some useful statistical properties when the samples are

arge.

efinition 4. Let x = (x1, . . .,  xn) and y = (y1, . . .,  yn) for some n. Kendall’s rank correlation coefficient is a function

�(x, y) = nc−d√
(n∗ − tx)(n∗ − ty)

, (2)

here nc−d =
∑n

i=2

∑i−1
j=1sgn(xi − xj) sgn(yi − yj) denotes the difference between the number of ‘concordant’ and ‘discordant’

airs, n* = n(n − 1)/2 is the number of all possible unique pairs of elements in each sample, and

tx =
n∑

i=2

(i − min{j = 1, . . . , i : x(j) = x(i)}),

ty =
n∑

i=2

(i − min{j = 1, . . . , i : y(j) = y(i)}),

re adjustments for the so-called tied observations, i.e. those which have the same rank.

lease note that if there are no ties (that is, in our case, no authors receive the same valuations) in both samples, the

enominator is simply equal to n*. A tied pair is neither concordant nor discordant. What is important, each rank correlation
oefficient does not change its value if we apply to each element in x and y some strictly increasing function (that is, it does
ot matter whether we correlate author’s ranks or author’s valuations), and if we  apply the same permutation of elements

n x and y (that is, it is independent of how we order our authors).
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Table 4
Kendall’s correlation coefficients between x = (1, 2, . . .,  11) and some exemplary
vectors of length 11.

y τ(x,y)
(1,2,3,4,5,6,7,8,9,10,11) 1.00000 agreement)(Complete
(2,1,3,4,5,6,7,8,9,10,11) 0.96364 discordant pair:(1  2 1)
(1,2,4,3,5,6,7,8,9,10,11) 0.96364 discordant pair:(1  4 3)
(2,1,4,3,5,6,7,8,9,10,11) 0.92727 discordant pairs:(2  2 1,4 3)
(3,2,1,4,5,6,7,8,9,10,11) 0.89091 discordant pairs:(3  3 2,3 1,2 1)
(4,3,2,1,5,6,7,8,9,10,11) 0.78182 discordant pairs:(6  4 3,4 2,4 1,

3 2,3 1,2 1)

Table 5
Kendall’s correlation coefficients between x = (1, 2, . . .,  7, 8, 8, 10, 10)
and some exemplary vectors of length 11.

y τ(x, y)
(1,2,3,4,5,6,7 ,8,9,10,10) 0.99070 (One pai r of tie s reso lved)
(1,2,3,4,5,6,7 ,8,8,10,11 ) 0.99070 (One pai r of tie s reso lved)
(1,2,3,4,5,6,7 ,8,9,10,11 ) 0.98165 (Bot h pai rs of tie s reso lved)
(2,1,3,4,5,6 ,7,8,8,10,10 ) 0.96 226 (1 dis cordan t pair)
(2,1,3,4,5,6 ,7,8,9,10,10) 0.95 331 (+1 pai r of tie s reso lved)
(2,1,3,4,5,6 ,7,8,9,10,11 ) 0.94461 (+2 pai rs of tie s reso lved)
(2,1,4,3,5,6,7,8 ,8,10,10 ) 0.92453 (2 dis cordan t pai rs)
(2,1,4,3,5,6,7, 8,9,10,10) 0.91593 (+1 pai r of tie s reso lved)
(2,1,4,3,5,6,7, 8,9,10,11 ) 0.90756 (+2 pai rs of tie s reso lved)
(3,2,1,4,5,6,7 ,8,8,10,10 ) 0.88679 (3 dis cordan t pai rs)
(3,2,1,4,5,6,7 ,8,9,10,10) 0.87854 (+1 pai r of tie s reso lved)
(3,2,1,4,5,6,7 ,8,9,10,11 ) 0.87052 (+2 pai rs of tie s reso lved)
(4,3,2,1,5,6,7,8 ,8,10,10 ) 0.77358 (6 dis cordan t pai rs)

(4,3,2,1,5,6,7, 8,9,10,10) 0.76639 (+1 pai r of tie s reso lved)
(4,3,2,1,5,6,7, 8,9,10,11 ) 0.75939 (+2 pai rs of tie s reso lved)

It may  be shown that for all x, y it holds � ∈ [−1, 1]. Complete agreement between two rankings implies that � = 1.
Intuitively, if we assess a group of n authors using two  different methods then the higher the �, the more similar are the two
rankings.

The following examples shall ease the interpretation of � values.

Example 2. Table 4 shows how the addition of d discordant pairs to a vector x = (1, 2, . . .,  11) (cf. the above notice) affects
the value of �. It is easily seen from Eq. (2) that for n = 11 and when there are no tied observations in each sample, i.e. all of
them have unique ranks, then � = 1 −0.0(36)d.

Example 3. Let n = 11 and x = (1, 2, . . .,  7, 8, 8, 10, 10) be a vector of ranks which has 2 pairs of tied observations (cf. below).
Table 5 shows how tied observations removal from and discordant pairs addition to x affect the value of Kendall’s correlation
coefficient. We observe that the existence or non-existence of tied observations have smaller effect on the value of � than
the introduction of discordant pairs. �

4. Empirical results

Let us first examine how the 11 Price medalists are assessed using the impact function H1 which, by Proposition 3, is
equivalent to the ordinary h-index in case of integer-valued paper quality measures (e.g. nCsrc). The results are listed in
Table 6. W.  Glänzel appears in the top 3 group 7 times, L. Leydesdorff 6 times, and H.F. Moed 5 times. Please note that if we
used the ordinary h-index to valuate our authors, e.g. H.F. Moed would get the same rank as A.F.J. Van Raan for bSNIP (equal
to 32). We  see that the h-index for real-valued paper quality metrics sometimes tends to loose information that could be
used to discriminate between authors, and therefore shall not be applied for this type of data.

The highest correlation with the reference (nCsrc-based) ranking is observed for cSNIP: we have � = 0.90756. From Table 5
we see that this corresponds to 2 resolved pairs of tied observations and 2 discordant pairs. Indeed, all the authors in the
cSJR column have unique H1-index values (we have M.  Zitt ≺ K.W. McCain and P. Vinkler ≺ P. Ingwersen). Additionally, (L.
Egghe, E. Garfield) and (R. Rousseau, H.F. Moed) are ordered differently.
On the other hand, we get the smallest correlation for eSJR, which is not even statistically significant (p-value = 0.12). In
this case we accept the hypothesis stating that the two  rankings are uncorrelated.

The main problem with the proposed paper quality measures is that they use different scales. Gaining one citation is often
much easier than obtaining e.g. bSJR=1, especially when a paper was published in a “moderate quality” journal, for which SJR
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Table 6
H1-indices of 11 Price medalists computed under different paper quality metrics. Also given are the authors’ ranks generated by the citation-based h-index
(cf.  Table 5), and Kendall’s correlation coefficients between these ranks and ranks generated by other paper quality metrics.

Author a (rank) SJR SNIP

b c d e b c d e

Egghe L. 18 (7) 3.1 4.4 18.5 4.8 29.3 26.0 70.1 80.0
Garfield E. 22 (6) 16.3 8.2 26.8 18.0 25.4 25.0 56.0 48.0
Glanzel  W.  28 (2) 6.0 7.6 30.0 7.0 36.9 36.4 87.0 89.9
Ingwersen P. 15 (8) 4.0 4.0 16.2 5.0 18.4 21.0 34.0 31.0
Leydesdorff L. 29 (1) 4.9 4.7 27.6 5.0 42.0 40.0 92.0 96.0
Mccain  K.W. 13 (10) 3.0 3.0 12.1 3.0 15.0 16.0 23.0 21.0
Moed  H.F. 24 (4) 8.0 7.4 27.2 10.0 32.6 29.7 58.0 58.0
Rousseau R. 23 (5) 4.0 5.0 21.8 4.9 28.0 30.0 75.0 78.0
Van  Raan A.F.J. 27 (3) 7.0 6.3 26.0 8.0 32.0 34.0 64.0 67.0
Vinkler  P. 15 (8) 3.0 3.6 17.6 6.0 18.0 19.0 33.0 31.0
Zitt  M.  13 (10) 2.6 3.0 11.4 2.8 15.0 15.0 22.0 22.1

�(a, . . .) 0.51 0.62 0.83 0.37 0.88 0.91 0.80 0.77

Table 7
Basic summary statistics for paper quality measures (only values greater that 0 were considered); Q1 and Q3 denote the 1st and the 3rd quartile, and IQR
denotes the interquartile range.

Statistic a bSNIP bSJR cSNIP cSJR dSNIP dSJR eSNIP eSJR

Q1 3.00 5.32 0.21 5.50 0.22 36.32 1.58 58.70 0.10
Median 9.00 15.60 0.64 15.24 0.61 172.63 6.71 293.25 0.46
Q3  22.00 39.10 1.64 35.30 1.59 585.23 23.46 1057.54 1.69

IQR/2 9.50 16.89 0.71 14.90 0.68 274.45 10.94 499.42 0.79

Table 8
Spearman’s � rank correlation coefficients between different paper quality measures. All coefficients are significant (p-values ≤ 0.001).

a bSJR bSNIP cSJR cSNIP dSJR dSNIP eSJR eSNIP

a – 0.89 0.89 0.97 0.98 0.92 0.93 0.86 0.87
bSJR – – 0.96 0.88 0.89 0.83 0.83 0.94 0.91
bSNIP – – – 0.87 0.90 0.82 0.83 0.90 0.94
cSJR – – – – 0.97 0.94 0.92 0.87 0.85
cSNIP – – – – – 0.93 0.94 0.87 0.89
dSJR – – – – – – 0.98 0.92 0.90
dSNIP – – – – – – – 0.90 0.92
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eSJR – – – – – – – – 0.96
eSNIP – – – – – – – – –

alue is typically equal to 0.64 (see Table 7 for basic summary statistics). Let us then study the relation between different
aper quality metrics more deeply.

.1. Relationship between different paper quality measures

Table 8 lists Spearman’s rank correlation coefficients between different pairs of paper quality measures (output of all 11
rice laureates was considered, i.e. 1240 papers). Spearman’s � is a non-parametric measure of association between two
amples. It assesses how well the relationship between two variables can be described by a monotonic function. Values
loser to 1 indicate greater degree of correlation.

In our sample all coefficients have positive sign. Unsurprisingly, we observe that the direct citations count is most weakly
orrelated with eSJR and eSNIP (� � 0.86 and � � 0.87, respectively). Moreover, for bSJR and bSNIP we get � � 0.89. It seems
hat scaling a quality measure by SJR or SNIP value of a journal in which a paper was  published (i.e. taking into account the
potential” of the assessed paper, cf. Table 3) “reveals” a different aspect of its quality.

On the other hand, the highest degree of correlation was detected between nCsrc and cSNIP, and between nCsrc and cSJR
� � 0.98 and � � 0.97, respectively, which may  suggest that the two  pairs of metrics measure similar quality dimension;
owever please note that cSNIP and cSJR are real-valued) and between all SNIP-SJR corresponding metrics (e.g. bSNIP vs bSJR).

Scatter plots for selected pairs of quality measures are depicted in Fig. 1. Please note the logarithmic scale on each axis.
e see that each measure is not simply a one-to-one function of any other. This is because the metrics are manifestations
f different aspects of papers’ quality. The highest variability is most often observed for small metric values. However, if we
ere supposed to select a class of functions that approximate the position of the points on the scatter plots, probably we
ould look for some linear model.
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Fig. 1. Scatter plots for selected pairs of paper quality measures (1240 papers).

If all the proposed paper quality measures were exactly linear functions of nCsrc, we could easily estimate equivalents
(in terms of quality) of a single citation. Such numbers could be used to choose coefficients for the generalized h-index. For
example, if nCsrc=1 corresponded to dSNIP=16 (i.e. we had dSNIP=16a), then the impact functions H1 for nCsrc and H16 for dSNIP
would generate the same rankings.

To fit such a idealized model to our data, we have to assume that our observations were perturbed by a random “noise”
term, ε. Thus, our task now is to estimate the values of coefficients s in a linear model y = sx + ε, where x, y are different

paper quality measures, and ε is the residual term. Please keep in mind that, however, residuals carry important, additional
information, unavailable otherwise, e.g. the potential of the paper or its citations.

Table 9 lists four different estimators of coefficients s for selected pairs of paper quality measures. “q0.25” and “q0.5”
denote ratios of quantiles of order 0.25 and 0.5 (median), respectively, calculated for non-zero quality measures of all the

Table 9
4 estimates of the coefficient s in a model y = sx + ε, where x, y denote different paper quality measures.

x y

bSJR bSNIP cSJR cSNIP dSJR dSNIP eSJR eSNIP Method

a

0.070 1.773 0.073 1.832 0.528 12.107 0.033 19.568 q0.25

0.071 1.733 0.068 1.693 0.746 19.182 0.051 32.584 q0.5

0.066 1.418 0.059 1.538 0.746 17.492 0.043 30.087 rlin0
0.066  1.723 0.073 1.607 0.812 15.782 0.080 26.653 rlog1

bSJR

25.154

cSJR

24.982

dSJR

22.930

eSJR

590.91 q0.25

24.487 24.982 25.713 639.68 q0.5

21.527 24.417 26.425 549.02 rlin0
26.800 21.115 26.247 454.65 rlog1



M. Gagolewski, R. Mesiar / Journal of Informetrics 6 (2012) 566– 579 575

Table 10
Kendall’s � measures of association between the Price medalists’ rankings generated by Hs for different paper quality measures (see Table 9 for the values of
coefficients s obtained by the 4 discussed methods), and by ordinary citation-based h-index. ‘msd’ denotes the mean squared difference between coefficients
for  each estimator and ‘best’ values. All the listed coefficients are statistically significant (  ̨ = 0.01).

PQM Estimator Best

q0.25 q0.5 rlin0 rlog1

bSJR 0.759 0.796 0.804 0.804 0.908
bSNIP 0.914 0.906 0.879 0.906 0.925
cSJR 0.833 0.833 0.833 0.833 0.935
cSNIP 0.833 0.981 0.953 0.953 0.982
dSJR 0.897 0.868 0.868 0.796 0.952
dSNIP 0.982 0.972 0.982 0.972 0.982
eSJR 0.792 0.648 0.717 0.648 0.943
eSNIP 0.897 0.908 0.916 0.908 0.916

mean 0.864 0.864 0.869 0.853 —
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st.dev.  0.072 0.108 0.085 0.105 —√
msd  0.100 0.121 0.101 0.129 —

rice laureates altogether (see Table 7). “rlin0” is a robust linear regression estimate for the same data. “rlog1” is a robust
onlinear regression estimate (fitted model: log y = log x + log s) that bases on observations ≥1.

Note that, unsurprisingly, all the SJR-based metrics indicate that there is much more “effort” required to increase their
alue than to obtain a single citation (cf. 1st row in Table 9, e.g. eSJR �0.043a for the “rlin0” method). On the other hand,
NIP-based metrics require less exertion (e.g. eSNIP �549.02eSJR for “rlin0”).

In few cases these algorithms for estimating s give quite different values, e.g. for a vs eSNIP. Their impact on scientists’
ankings will be examined in the next subsection.

.2. Aggregating different paper quality measures

Let us examine the rank correlation between the one-citation-equivalent generalized h-indices Hs and the ordinary
itation-based Hirsch index H (see the ‘rank’ column in Table 6).

Table 10 shows Kendall’s correlation coefficients between rankings generated by ordinary citation-based h-index, and
y the generalized h-index Hs for different paper quality measures (rows) and 4 different estimates of the s coefficient
columns). What is more, in the last column the greatest possible � (for some s > 0, which requires quite computationally
ntensive search over the parameter domain) for each PQM is given.

We observe that for each SNIP-based paper quality measure the correlations with respect to the proposed estimates of
he s coefficient is quite high. Method “rlin0” gives the greatest correlation, and “q0.25” the smallest variance of results. These
wo algorithms may  thus be recommended for automatized selection of the scaling coefficient.

bSJR and eSNIP give the lowest possible best �. Please note that, except for cSNIP and dSNIP for which we have � � 0.982, each
ossible ranking generated by a generalized h-index has at least one discordant pair.

These results serve as illustrations of two important facts. Firstly, by comparing the “best” correlation with the data in
able 8, we see that higher association between two  paper quality measures (unless it is a one-to-one function, i.e. if ε = 0),
oes not necessarily imply that we obtain more concordant authors’ rankings.

Secondly, as none of the introduced paper quality measures is truly a linear function of the number of citations (we  expect
hat the same property holds in other domains than scientometrics), in the vast majority of the cases we  do not get the same
anking as the referential one (here it is a h-index-based ranking) by a simple scaling operation.

Let us study the above-mentioned phenomenon more deeply. Fig. 2 depicts the rank correlation between Hs and three
ifferent reference rankings (citation-based h- and g-indices, and max  (PQM)) as a function of the s coefficient. Note that, as
ar as our sample is concerned, the generalized h-index for moderate s values correlates very weakly (if at all statistically)
ith max  (PQM). The highest correlation coefficient between Hs and the citation-based g-index was obtained for bSJR and

SNIP (�0.9). Therefore, a perfect concordance to the g-index may  not be obtained.
In the next subsection we will examine how the scaling operation affects the ranking of the Price medalists. Moreover, we

ill answer the question concerning the stability of this impact function, i.e. whether small changes in s affect the authors’
rdering only slightly or not. Owing to the fact that our sample is small, we  will be able to observe its behavior in very detail.

.3. Ranking (in)stability under different scales
In Fig. 3 we show authors’ ranks generated by Hs as a function of s. For readability, we  plotted the curves for 5
uthors that appear most often in the top 3 group in Table 2 in the upper figure, and for the other authors in the bottom
gure.
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Fig. 2. Kendall’s � measures of association between the Price medalists’ rankings generated by Hs (as a function of coefficient s), and three reference

rankings (assessment methods considered: the ordinary citation-based h- and g-indices, and max=H∞ value of given paper quality measure). Four estimated
coefficients from Table 9 are marked with dotted vertical lines.

We  observe a considerable instability of authors’ assessment, which contrasts with results given in van Eck and Waltman
(2008), where also elements’ scaling effect was considered (for only 3 different coefficients). For example, L. Leydesdorff’s
rank ranges from 1 to 8.5; for small and large s his rank is among the highest, and for ca. 15–100 it significantly decreases.

Our analysis is not only of theoretical significance: data scaling is often performed to “normalize” citations across dis-
ciplines. Uncontrolled application of this operation may  lead to unfair and biased (toward some groups) decisions. It is of
course not possible to determine which coefficient is undoubtedly best for practical purposes. Such a selection should be
performed basing on expert knowledge and their goodwill, and – importantly – without prior analysis of how it will affect
our favorite authors.

Please recall that, as far as nCsrc is concerned, we obtain the ordinary h-index by taking s = 1 (see Proposition 3). A very
small increase in s (which could be applied in order to normalize “scientometrical citations”) changes the ranks of right up
to 8 authors (L. Leydesdorf and W.  Glänzel, R. Rousseau and E. Garfield, K.W. McCain and M.  Zitt, and P. Ingwersen and P.
Vinkler, cf. Fig. 2a).

For different paper quality metrics similar observations can be made. Fig. 4 depicts how a relatively small increase in the

s value affects the rankings. By altering its value by 0.01 · IQR/2 we may  in some cases obtain � � 0.8 (about 5 discordant
pairs). Changing the way we assess the paper does not alter our conclusion: the h-index is a very unstable tool for quality
control of scientific research (as far as prominent authors are concerned).
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Fig. 3. Ranks of 11 Price medalists generated by Hs as a function of s for nCsrc.
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Fig. 4. Kendall’s correlation coefficients between the Price medalists’ rankings generated by Hs and Hs+D as a function of s; D = 0.01 · IQR/2, 0.1 · IQR/2, IQR/2
(see  Table 7).

5. Conclusions

In this study we proposed 8 new field-normalized SJR- and SNIP-based paper quality metrics. These measures not only
take the documents’ broadly conceived popularity among the scientific community into account, but also their so-called
potential, and the quality of their citations. We  remember that citations are merely one possible (and definitely not ideal)
way to assess the quality of papers.

Moreover, we tried to answer the question of how much “effort” is required to obtain a measure equivalent to a single
citation in the field of scientometrics. We  should keep in our minds, however, that there is no best metric, as reality is not
just a single number. The choice of a paper quality measure matters – by applying different metrics we were not able to
replicate exactly the original h-index-based ranking.

Note that all the introduced measures have a cumulative nature. We  could make them “actual” by applying in some way

the time when the papers or citations appeared.

We noted a very high instability of author’s ranking under the elements’ scaling. This puts the validity of (at least promi-
nent) authors assessment and ranking using the h-index into question. Obviously, a good impact function to be used in
practice should not be as much sensitive to changing input data as the analyzed one.
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Further research should consider the study of the behavior of a similarly transformed g-index (related to some impact
unction from the aggregation theory), definitely on a more extensive data set (however, please note that our small sample
et us observe the phenomena of concern in very detail – which otherwise would not be possible) and in different scientific
elds. Additionally, we indicate the need for the construction and usage of aggregation operators that concern more than
ne paper quality measure at a time.
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