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Abstract As federal programs are held more accountable for their research investments,

The National Institute of Environmental Health Sciences (NIEHS) has developed a new

method to quantify the impact of our funded research on the scientific and broader com-

munities. In this article we review traditional bibliometric analyses, address challenges

associated with them, and describe a new bibliometric analysis method, the Automated

Research Impact Assessment (ARIA). ARIA taps into a resource that has only rarely been

used for bibliometric analyses: references cited in “important” research artifacts, such as

policies, regulations, clinical guidelines, and expert panel reports. The approach includes

new statistics that science managers can use to benchmark contributions to research by

funding source. This new method provides the ability to conduct automated impact

analyses of federal research that can be incorporated in program evaluations. We apply this

method to several case studies to examine the impact of NIEHS funded research.
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Introduction

Increasingly, federal agencies in the United States use program and research evaluations to

inform program planning, identify areas for program improvement, document outputs and

impacts, and justify the existence of programs and budgets (Haak et al. 2012; Hicks et al.

2004; Kostoff 1995; Milat et al. 2015). To address these needs, federal evaluators have

developed strategies and methods for conducting portfolio and program evaluations (Hicks

et al. 2004; Howell and Yemane 2006; Koplan et al. 1999; Lane 2010; Lane and Bertuzzi

2011; National Academy of Sciences (NAS) 2001, 2004; Quinlan et al. 2008; Srivastava

et al. 2007; U.S. Government Accountability Office 2012). These strategies often rely on

counts of activities conducted and outputs produced. Analyses of outputs often include

counts of patents and bibliometric analyses of publications. In this paper, we describe a

new method for automating bibliometric impact analysis, illustrating its utility with several

case studies. We begin with a description of traditional bibliometric analyses and a dis-

cussion of the challenges associated with them. We also review examples of manual

approaches that have been used to analyze the impact of publications, and describe

strengths and challenges of the proposed approach.

Traditional bibliometric analyses

One of the primary methods for evaluating scientific research is bibliometric analysis.

Evaluative bibliometrics is the use of publication and citation analyses as indicators of

science output (Borgman and Furner 2002; Campbell et al. 2010; Moed 2005; Narin 1976).

Citation counts tell us how many times other researchers cite a particular article (Martin

1996; Narin 1976; Reuters 1994), citer analysis provides an idea of how many researchers

have cited the work, versus how many times the work has been cited (Ajiferuke and

Wolfram 2010) and impact factors provide a proxy measure for the quality or impact of a

journal on science by counting how often articles from that journal are cited by others

(Campbell et al. 2010; Martin 1996; Reuters 1994).

Limitations of bibliometric analyses

Publishing an article in a peer-reviewed journal implies a certain level of quality; however,

evaluators should use bibliometric analyses carefully because of the many factors that

influence citation patterns (Borgman and Furner 2002). A number of authors have provided

thoughtful reviews of the limitations of bibliometric analyses (Kostoff 1998; Lane 2010;

Moed 2005; Phelan 1999). These limitations include the inability to compare bibliometric

measures across fields, programs, or countries (Lane 2010); a tendency to favor older

researchers (Lane 2010); political motivations (Kostoff 1998); and a susceptibility to bias

and artificial influences, such as self-citations (Borgman and Furner 2002; Campbell et al.

2010; Kostoff 1998; Pasterkamp et al. 2007). Citation counts also include articles that are

criticizing or discrediting research (Kostoff 1998; Lane 2010), so high citation counts may

just reflect significant argument around a research idea, not necessarily a high impact

scientific finding.

Many methods for analyzing bibliometric data emphasize the importance of linking

electronic references to publications, people, groups, organizations, and nations (Borgman
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and Furner 2002). However, these methods continue to treat the publication as a product or

output of the research, rather than assessing the longer-term impact of the publication on a

particular field.

Measuring impacts

For purposes of program and portfolio evaluation, we define impacts to be the benefits or

changes resulting from scientific research, program activities or outputs (National Institute

of Environmental Health Sciences (NIEHS) 2012). Impacts, often called outcomes, are the

effects of the research on the research field or within society (The Kellogg Foundation

2004). Outputs are typically defined as the tangible products of research, such as publi-

cations and patents. Although identifying and reporting impacts can be crucial in making

the case for program success, measuring impacts presents several challenges (Hughes et al.

2013; NIEHS 2012). Impacts are more difficult to measure than activities and outputs in

part because it often takes several years for substantive changes to occur and the program

may not be in existence by the time the impacts are realized (Guthrie et al. 2005; Orians

et al. 2009; Teles and Schmitt 2011). Researchers themselves may have a limited interest

in expending resources to track and measure impacts if funding for the project ends before

the impacts are realized. The complexity of an impact also may make it difficult to attribute

it to a specific grant or project (Guthrie et al. 2005; Stuart 2007; Teles and Schmitt 2011).

In addition, data to evaluate long-term impacts are not easily available for quantitative

analysis, and instead typically require intensive qualitative analysis methods (Orians et al.

2009).

Another challenge in tracking and assessing research impacts is that researchers may be

hesitant to claim credit for impacts because other organizations or events may have con-

tributed to the changes. While researchers may not be able to claim sole credit for these

impacts, it is important to be able to track these broader changes and to document the

contributions made by the project to achieving long-term impacts.

Precedents for analyzing the impact of publications

Early efforts to quantify the impact of basic science discoveries on technology and

innovation provide the foundation for modern bibliometric analyses (Author unknown

1970; IIT Research Institute 1968). More recently, researchers developed methods for

tracking the impact of articles in order to “track the documented flow and evolution of

research over time until the linkages to far downstream products can be identified”

(Kostoff 1998, p 29). However, Kostoff also warned that the process would be slow and

laborious and would require users to make judgments about the appropriateness, quality

and quantity of the impact. Kostoff concluded that traditional bibliometric measures can

provide indicators of the productivity of a researcher and to some extent, an indicator of the

quality of his or her research (Kostoff 1998).

A few researchers have used manual methods to measure the number of times a pub-

lication was cited by others in non-research products, and thus provide another precedent

for our proposed methodology. In one approach the authors manually analyzed the research

cited in patent applications (National Research Council (NRC) 1998; Roessner et al. 1998).

In another approach authors assessed the number of times an agency or organization is
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cited on a credible website (Hicks et al. 2004). Yet another group of researchers relied on

resource intensive case study methods that coded the cited research for how important it

was to the citing paper (Hanney et al. 2005; Jones et al. 2012; Wooding et al. 2005).

While these approaches lay the foundation for thinking of the downstream impact of the

research presented in publications, they are resource intensive and require in-depth, time-

consuming, qualitative assessment. Thus far, there has been little to no attempt to automate

the process that links the research published in peer-reviewed literature to a funding source.

Moreover, we find that only the few authors cited above have treated publications as

impacts rather than outputs.

Automated research impacts assessment: a new approach

For many years, NIEHS has been interested in understanding the impacts of our invest-

ments in research grants.1 Research program impacts typically include items such as

improving health, reducing adverse environmental exposures or changes to environmental

health regulations and policies. Early efforts in assessing impact led to the development of

the Scientific Publication Information Retrieval and Evaluation System (SPIRES) (Boyack

and Jordan 2011), which links peer-reviewed publications to the NIH-funded grants

acknowledged in those articles, and is accessible to the public through the RePORTER

website (NIH 2014a). This technology helped to enable bibliometric analyses at NIEHS

and then advance those analyses across all of NIH. Formerly available tools such as the

electronic Scientific Portfolio Assistant (eSPA) also linked downstream papers to grants

supported by NIH (Haak et al. 2012).

Additionally, we have used logic models to conceptualize the full range of activities,

outputs and impacts of our programs (Engel-Cox et al. 2008; Liebow et al. 2009; NIEHS

2012; Orians et al. 2009). However, in working with scientific program staff at NIEHS to

develop logic models for scientific research programs, we found that it was particularly

difficult to measure impacts. One key challenge was the lack of an automated method for

tracking or analyzing impacts. To gain insights into the impacts of our asthma portfolio, for

example, we found that we had to manually collect data on the impacts of asthma research

from the researchers using resource intensive surveys and interviews (Orians et al. 2009).

Other challenges include the length of time it takes to affect change after a research

investment compared to the relatively short duration of a grant, and the increasing influ-

ence of contextual factors over time.

Given the expense of collecting and analyzing impact data, we sought a more automated

approach to assess the impact of research investments in a specific area. Our first step was

to identify an important artifact that relied on NIEHS’ research in its conclusions or

recommendations. For purposes of this discussion, we define important artifacts to be

published materials that reflect high impact research, decisions or policies that have the

ability to influence medicine and public health. Examples of important artifacts include

documentation of policy and regulatory decisions, clinical and treatment guidelines, other

major decision or guidance documents, or reference works from authoritative sources (such

as the National Academies of Science or the Institute of Medicine) that can be used at a

personal, community, regional, national, or international level to influence change.

1 We use the word “grant” in this paper broadly, to include both projects that are conducted internally at
NIH as well as “extramural” research that occurs beyond the walls of NIH.
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With the rise of transparency and accountability, we observed that important artifacts

are likely to have detailed lists or databases of references to authenticate the conclusions.

Such databases yield a largely untapped resource for impact analysis. In 2008, Congress

mandated that all papers reporting research supported by NIH-funds should acknowledge

such funding and be made accessible to the public. The SPIRES tool links these peer-

reviewed publications to NIH grants and thus provides us with a means to look at NIH

grant support for virtually any list of publications. We propose in this paper that evaluating

the funding sources for a list of references from an important artifact will yield useful

insights into the contribution of NIH supported research to that artifact. And since a typical

grant number includes information about which NIH Institute, Center or Office (ICO) has

provided the primary funding, we can dig even deeper to look at the relative contributions

of various ICOs to that artifact. The approach described below builds on the literature that

uses bibliometric analyses to analyze the impact of research on important artifacts

(Lewison et al. 2005; Leyedesdorff 1998; Jones et al. 2012; Wooding et al. 2005) and uses

the existing NIH SPIRES bibliometric tool to automate the process.

The Automated Research Impact Assessment2 (ARIA) method proposed here leverages

existing bibliometric tools (SPIRES) that link publications to NIH research grants in order

to analyze the peer reviewed literature referenced in important artifacts. As part of the

method, we developed a new parsing interface in SPIRES called the Reference Parsing and

Retrieval Service (RePARS) as well as a number of novel bibliometric statistics that

quantify the influence of NIH- and NIEHS-funded research on selected impacts. For

example, we can use the ARIA method to review the references listed in a key piece of

environmental health policy, identify those that acknowledge NIEHS funding support for

that research, and compare them to the number of references that acknowledge other NIH

ICOs.

Methods

Once an important artifact is identified, we employ a six-stage process to assign funding

sources to each reference included in the data set (Fig. 1).

(1) The user creates a text (.txt) file from the bibliography of the artifact to upload into

SPIRES. The.txt file does not have to be formatted or ordered in a particular way.

The only requirement is that it is machine readable text. Special characters (e.g. von

B├╝dingen vs. von Büdingen) can affect the accuracy of parsing and PubMed

matching.

(2) Text files are parsed into component parts (i.e., extracted into structured data fields)

using two open source tools—Biblio::Citation::Parser from ParaTools, and ParsCit

(Kan 2010; ParaTools 2004) as well as a custom script (written in Perl). Each

reference is parsed by all three parsers and the most complete results are selected for

use in the rest of the process.

2 Kostoff used the term research impact assessment to describe a broad range of methods to evaluate
research, including peer review, retrospective methods, bibliometrics, co-occurrence, cost-benefit and
economic analyses, and network analyses (Kostoff 1995). We coined the phrase automated research impact
assessment without knowing that the term was already in use, but feel that there is a good fit between our
new bibliometric method and Kostoff’s vision for broader research impact assessment activities.
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Fig. 1 ARIA methodology
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The following fields are extracted, when possible, from each reference:

● Publication title

● Publication year

● Authors

● Journal name

● Volume

● Pages

A reference is considered “parsable” if the publication title, publication year and

authors can be identified. Currently we are not using the journal name, volume or

page values that are parsed from the references to identify or exclude publications in

the set that is analyzed by the RePARS tool, but future iterations of the tool may

expand to use these fields.

(3) Publication title and publication year are used to find the publication in PubMed

using ESearch and EFetch (Sayers 2009). We found that using more information

(journal name, publication year, volume, first page and author) with ECITMatch

(Sayers 2009) reduced the accuracy of the records identified. Not all references from

the artifact’s bibliography can be included in the analysis and are actively removed

from subsequent statistical calculations under the following scenarios:

(a) The parser does not identify a match in PubMed to the title or author of the

reference. Not all references (e.g. material printed in books or non-biomedical

journals) are included in the PubMed database.

(b) No PubMed ID is assigned to the reference. SPIRES requires a PMID in order

to link to NIH grants.

(c) The year of the reference is before 1980. These are removed because the

PubMed data prior to 1980, and in particular the links to NIH grants during

that time frame, are perceived to be of questionable quality.

(4) If the match is a success, the query returns the PubMed ID number for the publication.

(5) The PubMed ID number is searched in SPIRES for associated NIH grants.

(6) A report is generated (in MS Excel format) providing both raw data and a series of

statistics that summarizes how the references in the list were matched to PMIDs and

linked to NIH grants. Separate worksheets within the export file provide statistics for

each NIH ICO that is included in the list of matched publications. We use NIEHS

below as an example.

● A list of the references, grant numbers associated with each reference, and NIH

Institutes or Offices associated with each reference3

● Total number of references submitted, the initial sample size

● Total number of references not parsed, those that are removed from the sample

Number with unmatched title and author data

Number with no PMID

Number with publication dates before 1980 (publication data before 1980

were considered too poor a quality to analyze)

3 See supplemental materials for an example of the raw data generated automatically in this report.
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● Total number of references that are analyzable, which becomes a key

denominator for the remaining statistics

Total# of references submitted� Total# not parsed

● Total number of references that acknowledge an NIH grant

● Total number of references that acknowledge an NIEHS grant

● % of references that acknowledge an NIH grant, a measure of NIH’s impact on

the artifact:

Total# of references that acknowledge anNIH grant

Total# of references that are analyzable

● % of references that acknowledge an NIEHS grant, a measure of NIEHS’s

impact on the artifact:

Total# of references that acknowledge anNIEHS grant

Total# of references that are analyzable

● % of NIH-funded references that acknowledge NIEHS funding, a measure of the

relative contribution of NIEHS funding, compared to the NIH for this artifact:

Total#of references that acknowledgeNIEHS support

Total# of references that acknowledgeNIH support

Case study examples

To demonstrate the utility of this new bibliometric method, we analyzed six important

artifacts associated with NIEHS research that were identified by NIEHS scientific program

staff as pilot case studies. These artifacts were reviewed for three criteria: plausibility,

credibility and importance, which we propose as essential features of a reasonable analysis.

To meet the condition of plausibility, the important artifact had to be reasonably connected

to NIEHS funded research. In other words, it occurred after a known NIEHS investment in

the scientific topic area and is relevant to the NIEHS mission. To meet the condition of

credibility, the artifact had to be produced or published by an organization deemed to have

a widely accepted authoritative presence in the fields. Examples could include regulatory

agencies like the U.S. Environmental Protection Agency (EPA) or the U.S. Food and Drug

Administration (FDA) or renowned research organizations such as the World Health

Organization (WHO), the Institute of Medicine, the International Agency for Research on

Cancer, or the Pew Charitable Trust. To meet the condition of importance, the artifact had

to make a significant contribution to the field of environmental health science. Below, we

describe each of the artifacts and present the bibliometrics resulting from the ARIA.

Case study selections

We selected two different types of important artifacts for the case studies presented in this

paper. First, we chose to look at national and international artifacts about arsenic, an

environmental contaminant that is internationally recognized as a human health concern.

Arsenic is a naturally occurring element and can be found in groundwater and surface

water, as well as in many foods. Exposure to arsenic is associated with cancer, cardio-

vascular problems, and neurological effects. Several organizations have released findings
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and recommendations on maximum contaminant levels for arsenic, including the NRC and

the WHO. The NRC aims to improve government decision making and public policy,

increase public understanding, and promote the acquisition and dissemination of knowl-

edge in matters involving science, engineering, technology, and health. The WHO has a

goal of ensuring that all people have the right to have access to an adequate supply of safe

drinking water. We selected two key reports from NRC (1999, 2001) and another from

WHO (2011) that were specifically related to arsenic in drinking water. The 1999 report

was drafted to “independently review the arsenic toxicity data base and evaluate the

scientific validity of EPA’s 1988 risk assessment for arsenic in drinking water” (NRC

1999, pg 1). The 2001 report updated “the scientific analyses, uncertainties, and findings of

the 1999 report on the basis of relevant toxicological and health-effects studies published

and relevant data developed since the 1999 NRC report.” It also evaluated “the analyses

subsequently conducted by EPA in support of its regulatory decision-making for arsenic in

drinking water” (NRC 2001, p. 2). The 2011 report from WHO provided a fourth update to

the Guidelines for Drinking Water, incorporating new data generated 2008–2010. This case

is plausible because there is significant evidence that arsenic in drinking water affects

public health, credible because the artifacts are from prominent internationally recognized

research and health organizations, and important because the artifacts summarize the state

of the science at three different time periods.

We selected our second set of artifacts from the U.S. EPA (a credible source). This US

regulatory agency employs standardized integrated science assessments (ISAs) to review,

synthesize and evaluate the relevant science to establish environmental policies and reg-

ulations (important). ISAs are based on literature reviews of published research. The EPA

conducts the ISAs and provides a publicly available database of references that are cited in

the ISA, on their Health and Environmental Research Online website (www.hero.epa.gov).

Table 1 ARIA metrics for arsenic artifacts

The full output for the NRC 2001 Arsenic report can be found online in the supplemental material file. Other
outputs can be made available upon request to the authors
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We analyzed the impact of NIEHS-funded research on the ISAs for carbon monoxide, lead,

and particulate matter, three environmental exposures that have been linked to health

outcomes (plausible) (U.S. EPA 2009, 2010, 2012).

Case study results

The ARIA metrics for the case studies (Tables 1, 2) invite an array of exploratory

observations. First, the number of references cited in each of the artifacts ranges widely.

For example, the total number references for artifacts for the first case are 813, 304 and 71

(Table 1), and the references for the second case are 4686, 179 and 625 (Table 2). This

raises questions about the comparability of the references across artifacts. In addition, there

is quite a bit a variance in the number of references that cannot be parsed (from about 2 %

to more than 50 %). From these examples, it seems common to remove about a third to half

the references from the analysis. These un-parsable references may include books, con-

ference proceedings, reports, or other documents from federal agencies such as EPA or

from organizations such as the WHO. See further discussion about unparsed references

below (Table 3).

With regard to specific funding sources displayed in Table 1, the two NRC reports have

relatively similar percentages of references that cite NIH funds (17 and 26 %, respec-

tively). Interestingly, the NRC 2001 report indicates that a greater percentage of the total

number of references were funded by NIEHS (nearly double—from 13 to 23 %) and a

higher proportion of the NIH funded references were from NIEHS (from 73 to 88 %),

suggesting that the influence of NIEHS research in these documents has increased

somewhat over time. On the other hand, the WHO report that we reviewed had many fewer

Table 2 ARIA metrics for EPA ISAs
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references overall and no references cited funding by NIH or NIEHS. We also observe that

the NRC 2001 report builds on the earlier report from 1999, and the latter report does not

cite every reference that was included in the former. The WHO 2011 report lists only 72

references, but includes reference to both the NRC arsenic reports. This poses a difficult

analytical challenge: Should all the references from the NRC reports be “included” in the

counts for the WHO 2011 report? Additional technologies that electronically link reference

citations over time could be helpful in answering such questions.

An examination of the ISA results from EPA (Table 2) indicates relatively few refer-

ences from NIH (results range from 2 to 29 %). We find this somewhat surprising, given

that we would generally expect that NIEHS-funded research would be cited in EPA

assessments. We also see that the relative contributions from a particular NIH ICO, in this

case NIEHS, also varies. We see, for example, NIEHS’s contribution to the particulate

matter and lead ISAs (at 82 and 100 % respectively) are much higher than the ISA for

Table 3 Breakdown of references that could not be analyzed for the NRC arsenic report (2001)

After data cleaning, only 4 % of references cited in one of the arsenic reports (NRC 2001) were found to be
parsing errors
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carbon monoxide (just 13 %). These differences may indeed reflect differences in research

investments, or in the impacts of those investments. The variability across similar artifacts

from the same agency raises many questions that will guide future inquiries. For example,

is there a critical mass of references that are needed in order to have a credible analysis? Is

there a discernible pattern in terms of which studies were cited? Is it possible that the

automated tool missed key publications? Future studies will no doubt explore these

questions in more detail.

ARIA’s strengths outweigh challenges

The ARIA approach provides a novel way to automate the quantitative analysis of research

impacts, and can be particularly effective when used as part of a mixed method approach.

ARIA can be used for those starting from an agnostic perspective, looking to explore

possible relationships. Alternatively, the ARIA method can also be used to test hypotheses

and confirm a relationship between publications, agency research funding and a specific

impact. Before using the ARIA method, we encourage researchers to ensure that the

artifacts are relevant, important and from a credible source.

Strengths of the ARIA method include a limited opportunity for bias, the ability to

examine long-term impacts, and significant cost savings through automation. Challenges

include typical bibliometric limitations, issues with NIH funding acknowledgements,

capturing the right references using the RePARS tool, and limits to the PubMed dataset. A

host of questions have yet to be explored.

Limited bias

Rather than relying on researcher recollection or burdening researchers with tracking their

impacts and making judgment calls about what impact their research has had, the process

of reviewing the sources cited by a key piece of research or policy is largely unbiased and

easily quantifiable. It is possible that the assessments could be biased by the artifacts

chosen. Some agencies, for example, might choose to select artifacts that are systemically

either more or less likely to reference their work. However, making the RePARS tool

available to all NIH users may encourage others to run similar analyses, potentially fos-

tering a self-regulating culture, such as that found on Wikipedia (where multiple

perspectives entered by multiple authors keep the tool accurate).

Analysis of long-term impacts

The ARIA method also provides an opportunity to analyze the long-term impacts of NIH

funding. Quantifying the contribution of NIH research to changes in health outcomes, such

as reductions in cancer mortality or asthma can be challenging. ARIA provides a strategy

for assessing the role of NIH research funding in the development of important artifacts

that modify or quantify those health outcomes, such as policies, regulations, clinical

guidelines or reference documents. As we move forward into the future, better docu-

mentation will improve our ability to link research over longer and longer periods of time.
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Cost savings through automation

The resources needed to conduct the ARIA analysis are minimal. The user is not required

to know anything about the PubMed system in order to obtain results. The greatest expense

is often associated with cleaning the dataset before it is parsed. Once the set is complete,

the system automatically parses results, matches references to PubMed, identifies results,

calculates statistics and summarizes the results in a series of tables. This is all done in a

matter of hours, not days or weeks as would be required with a manual assessment. The

automated feature fosters scalability, allowing analysts to obtain results for 20 or 2000

references. Cost savings of ARIA, compared to other methods that require manual data

collection or analysis, are thus substantial.

General bibliometric challenges

Although ARIA is uniquely suited to efficiently assess the impact of federal research

funding (biomedical), there are several limitations users would need to consider. First, as

discussed above, there are many known limitations with bibliometric methods and these all

apply to ARIA as well. A more unique challenge is that this method is only applicable for

important artifacts that cite the evidence for their decisions by including a bibliography or

database of the sources used to arrive at that decision. Many important artifacts, such as

laws, proposed bills and other policies do not typically include references. Furthermore,

those artifacts that do include references are not provided specifically for the purpose of

assessing the value of relevance of these references.

Additionally, if the artifacts list references by chapter, users will need to manually

review the citation list to remove duplicate citations. Our experience found that elec-

tronically removing duplicates using Excel or similar programs did not identify all

duplicates, as often there were minor typographical errors that would prevent a machine

from identifying a duplicate citation.

NIH funding acknowledgements are imperfect

The ARIA method requires that the references properly acknowledge the source of funding

and that these data are stored in PubMed. Historically this has been a challenge. Boyack

and Jordan (2011) document 16 different ways a single NIH project was referenced in peer

reviewed journal articles over the 20-year life of that grant. SPIRES and RePARS account

for many of these anomalies, but obviously cannot address an author’s omission of any

acknowledgment to a particular NIH-funded grant. In 2009, however, the U.S. Congress

mandated that federally funded research be properly acknowledged and made publically

available within 1 year of publication in PubMed Central (NIH 2014b). This mandate has

likely reduced the frequency that grant numbers are not cited properly and increased the

overall percentage of publications that cite grants. We expect funding source data to further

improve as NIH strengthens its compliance monitoring, develops tools to correct improper

linkages, and begins to withhold funds for non-compliance; and as journals increasingly

capture sources of support in structured data fields. Although the funding source data is

imperfect, given the size of the resource (SPIRES indexes over 2 million publications from

PubMed and PubMed Central) and the availability of RePARS to NIH personnel through

centralized web-based applications, we believe that it is worth exploring. It is possible to

make useful conclusions from imperfect data.
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Capturing the right references

RePARS (the parsing tool at the core of the ARIA method) also poses several challenges.

RePARS relies on SPIRES to capture publication data. SPIRES may miss publications that

it should catch or it may include publications that are not correctly matched to the ref-

erence. As Digital Object Identifiers (DOI) and PubMed IDs are increasingly used by

journals and as part of citations, the match rates are likely to improve. Future enhance-

ments to RePARS could potentially include DOI as part of the parsing strategy.

The potential for incorrectly matching references listed in a source file with actual

papers available in PubMed also exists. We manually reviewed (side-by-side on screen

comparisons) the list of references from the original artifacts to the corresponding output

from RePARS and are reasonably convinced that the PubMed matches are accurate. In all

the RePARS output examples we have worked with (going well beyond the 6 documents

parsed for this paper), we have never observed any cases where a matched reference is

pointing to an entirely different title or list of authors.

It is possible that some of the references removed from the analytical calculations

within RePARS also have matches and excluding them from the analysis could skew the

results. A benefit of matching references against the PubMed database, is that it includes all

PubMed Central publications as well (PubMed Central is the online repository that enables

the public access required Congress). This means that more recent articles published in

non-biomedical journals are included in the matching algorithm because they are part of

PubMed Central.

A related challenge is that the RePARS process removes publications that cannot be

matched. This sometimes results in removing a large percentage of the references cited in

an important artifact from the analysis, and perhaps introducing bias. The wide variability

in the number of references in each case that can’t be parsed also causes some concern. To

better understand why some references are not analyzed, we manually coded the 86 ref-

erences that were excluded from the NRC 2001 Arsenic Report output (Table 3 and

supplemental file). Note that we began this assessment on a data set that had already been

partially cleaned by the analyst. In 38 cases, PubMed IDs were substituted for the original

text and by the time Table 3 was generated, these 38 references were correctly analyzed by

the RePARS tool.

Most of the 86 references that the tool marked as “not analyzed” (after data cleaning)

were published before 1980 or were considered grey literature (mainly documents pro-

duced by federal agencies), book chapters, theses, or articles published in international

journals or languages. We considered a total of 16 of the 86 exclusions to be “errors.” Two

types of errors were observed: read errors (5) and parsing errors (11). Read errors occur if

references are not perceived by the parser as a single entity, in other words if partial

references were imported. This happened in five cases for this particular NRC report—and

is likely due to extra carriage returns in the imported data file. The analyst identified issues

as parsing errors when she could see that (a) the full reference had been imported properly,

(b) it did not fit into one of the other categories, and (c) there was reasonable expectation

that the journal in the reference would be indexed in PubMed. Eleven instances of “ref-

erences not analyzed” (just 14 % of the references not matched and only 4 % of the total

number of references in the set) were identified as parsing errors. Even if we assume that

all the references cleaned by the analyst early in the process were parsing errors, the

parsing error rate is still relatively low (16 %). Ideally, as more NIH analysts use the tool

we expect to be able to improve the quality of the parsing as well.
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Going beyond PubMed

The first version of the RePARS tool has focused solely on searching PubMed and PubMed

Central data for funding source information. Thus, impacts that are not noted in publically

available documentation will be excluded from the analysis. In the future, additional data

sets, such as iEdison (for patents) (NIH 2015a), the NIH Clinical Trials database (NIH

2015b), Health Services/Technology Assessment Texts (National Library of Medicine

2015), and others, could be added to the searching algorithms to strengthen the tool.

Several international efforts to assess impact (IMPACT-EV 2014; Jump 2013; Research

Excellence Framework 2014; Researchfish 2014) have been developed and could even-

tually be added. Additionally, when resources allow, we recommend mixing the ARIA

approach with other research assessment methods like interviewing researchers and col-

lecting case studies of research impact.

Many questions are yet to be explored

While ARIA is a useful new method for analyzing impacts, we expect that the findings

from these analyses will serve to generate even more questions and hypotheses. The

analysis method seems to invite as many questions as it might answer. Interpreting the

meaning of the results may be difficult until we begin using ARIA more broadly across

programs and NIH institutes/offices. We have yet to explore how the method does or does

not contribute to the challenging issue of the “counterfactual,” or establishing what would

have happened in the absence of the research. Furthermore, additional enhancements to the

method are easy to envision. For example, we may explore how to analyze the relationship

between a funded research portfolio and its contribution to a large dataset such as the

Epigenomics Roadmap Consortium (Bernstein et al. 2010). We would also like to explore

the possibility of including inputs, such as financial investment, in the analyses to enable

more direct assessments of costs and benefits. We expect to work with researchers to

understand whether additional databases that include NIH funding acknowledgements

could be added to the matching algorithms. Additionally, new strategies to classify ref-

erences as support “for” or “against” a scientific finding could help strengthen the

approach.

Finally, we anticipate exploring the feasibility and potential utility of connecting

multiple generations of artifacts in future iterations of the RePARS tool. As the NRC

examples seem to indicate (see discussion of Table 1 above), references build upon each

other over time, and the funding source may be obscured in subsequent references. For

example, when a reference citing NIEHS as a funding source appears in a 2004 report, and

an update to that report 5 years later cites the 2004 report but not the original reference, the

source for the support is lost. Automated bibliometrics may help us attribute that funding

source through time.

On balance, we believe that these limitations are more likely to result in a conservative

estimate of the impact of the research, rather than an exaggeration of the impact; and thus

the strengths of this approach outweigh the limitations.
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Conclusion

The ARIA method presents a new automated approach to evaluate research impact. The

more strategies we have for evaluating impact, the better understanding we will have of the

value of that research. This bibliometric impact tracking method provides an inexpensive,

quantitative method that will add to the NIH’s toolbox of approaches that together help

demonstrate the value of scientific research investments. The approach includes new

statistics that science managers can use to benchmark contributions to research by funding

source. In contrast to many current methods that start with an NIH or ICO investment and

make attempts to analyze impact after the passage of time, ARIA facilitates a retrospective

approach, where we begin with a significant artifact and examine the evidence of NIH or

ICO investments in the development of that artifact. Working the problem both backwards

and forwards helps to ensure a more complete picture of research impacts. As with all new

approaches, time is needed to determine its full utility. We look forward to working with

the NIH analysis community and with researchers to monitor and track these new bib-

liometric measures and establish potential benchmarks for using them into evaluate

research portfolios.
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